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1 Introduction 1

Gluesemanticsprovidesa semanticsfor Lexical FunctionalGrammar(LFG) that is expressedusinglinear
logic (Girard,1987;Dalrymple,1999)andprovidesan interpretationfor the f(unctional)-structurelevel of
syntacticrepresentation,connectingit to thelevelof s(emantic)-structurein LFG’sparallelprojectionarchi-
tecture(Kaplan,1987,1995).Dueto its useof linearlogic for meaningassembly, Glueis resource-sensitive:
semanticresourcescontributedby lexical entriesandresultingf-structuresmusteachbeusedin asuccessful
proof exactlyonce. In this paper,I will examinethe tensionbetweena resource-sensitivesemanticswhich
interpretsf-structuresandstructure-sharingin f-structuresasexpressedby functionalcontrol resultingfrom
lexical functional identity equations.The empiricalphenomenonI concentrateon is equi, alsoknown as
obligatorycontrol.2 Althoughat first blushit seemsthatstructure-sharingposesa seriousproblemfor Glue
semantics,I will show that this is not so. In fact, this tensionleadsto a very restrictivetheory, and the
analysisI presentheresolvesseverallong-standingproblemsin thesemanticsof equi,by exploitingLFG’s
grammaticalarchitecture.

In this paperI will:

1. GiveaGluesemanticsfor equi.

2. Showhow theanalysiscanyield eitherapropositionalor propertydenotationfor theclausalcomple-
mentof anequiverb.Thisflexibility arisesnaturallyfrom thearchitectureof thetheory.

3. Adopt thepropertytheoryof equicomplements,which hasbeenarguedfor independentlyby Chier-
chia(1984).

4. Counterpreviousobjectionsto the propertytheory from anaphoricbinding andtypological databy
exploitingLFG’sarchitecture.

5. Argue that a previoussolution to the structure-sharing/resource-sensitivityproblem(Kehler et al.,
1999)canonly yield a propositionaldenotation.TheKehleret al. proposalis rejectedfor empirical
andtheoreticalreasons.

6. Showseveralempiricalpredictionsof theanalysis.

2 Glue Semantics

2.1 Motivation

Therearetwo basicconceptualmotivationsfor Glue,besidetheempiricalmotivationprovidedby successful
Glueanalysesof semanticphenomena(Dalrymple,1999).First, theresource-sensitivityof Gluesemantics

1I owe a greatdebtto Dick CrouchandMary Dalrympleat PARC for a lot of feedback,free exchangeof ideas,anda great
working environment. They shouldacceptmuch of the credit for this work, but noneof the blame. I’d also like to thank the
following peoplefor their comments:David Beaver,JoanBresnan,Daniel Büring, Ron Kaplan,Tracy Holloway King, Hanjung
Lee,JohnMaxwell, DaveMcKercher,Line HoveMikkelsen,Yukiko Morimoto, IvanSag,PeterSells,IdaToivonen,andaudiences
atStanford’sSemanticsFestandLFG2000.I acceptfull responsibilityfor anyremainingerrors.A specialthanksto JimMcCloskey
for gettingmeaccessto facilities atUCSC.This researchwassupportedpartlyby SSHRCDoctoralFellowship752-98-0424.

2Throughoutthis paperI will usetheterm‘equi’, eventhoughtheterm‘control’ is morecommonin theliterature.I do this to
avoidconfusionbetweenthedatabeingdescribedandthetheoretialconstruct— functionalcontrol— thatmodelsit.
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directlymodelstheresource-sensitivityof naturallanguages.Thewordsandsentencesin anaturallanguage
utterancedonotmakemultiplecontributionsto theutterance’s meaningunlesstheyareusedmultiple times.

Second,the resource-sensitivityof Glue meansthat completenessandcoherencefollow from the for-
malismanddo not needto bestipulatedasseparateprinciples(Dalrympleetal., 1999a).3

� Completeness: If anyof theGlueresourcesa predicateneedsfor its semanticsarenot present,there
is nosuccessfulGlueproof.
(Insteadof: “every function designatedby a PRED [must] bepresentin thef-structureof that PRED.”
(Bresnan,2000:72))

� Coherence: If aGF is presentandcontributingaresourcewhichnopredicate’smeaningwill consume,
thereis nosuccessfulGlueproof.
(Insteadof: “every argumentfunction in an f-structure[must] bedesignatedby a PRED.” (Bresnan,
2000:73))

Note thatby “successfulGlueproof” I meanonethatconsumesthesemanticsof the lexical itemsmaking
up a sentenceto providethesententialmeaning.Thus,PRED valuesin f-structuresdo not needto beof the
form ‘pred-nameh. . .i. . . ’ andareinsteadof theform ‘pred-name’.Althoughcompletenessandcoherence
wereoriginally proposedaspurely syntacticconstraints(Kaplan andBresnan,1982) and continueto be
formulatedassuch(Bresnan,2000),if theycanbederivedfrom theformal architectureof the theory, they
clearlydo not needto bestatedastheoreticalprimitives.

2.2 Glue and the Parallel Projection Architecture of LFG

LFG hasa grammaticalarchitecturein which variouslevels of grammaticalrepresentationsare simulta-
neouslypresent,but eachlevel is governedby its own rules and representations.The variouslevels are
thenrelatedto eachotherby mappingfunctions,which maprepresentationsat onelevel to thosein another
(Kaplan,1987,1995).

Justas the level of c(onstituent)-structureis mappedto f-structureby the � function, f-structureis
mappedto s-structureby the� function. Gluesemanticsis a theoryof the�-mappingandof s-structure.

(1) c-structure f-structure s-structure

�

f [ ]

�

f� [ ]

This separationof levelsallowsoneto makesimpletheoreticalstatementsabouttheaspetof grammarthat
the level in questionmodels.Phrasestructure,constituency, dominationandlinearorderarerepresentedat
c-structureusingtrees,while grammaticalfunctions,subcategorization,binding,control,andvariousother
aspectsof syntaxarerepresentedatf-structureusingattribute-valuematrices.Semanticsandtherelationship
betweensyntaxandmeaningarerepresentedat s-structureusingGlue: a combinationof linear logic anda
chosenmeaninglanguage.

3Expletivesdonot contributeresourcesandpresenta potentialcomplicationfor this reductionof completenessandcoherence.
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An importantfeatureof thisarchitectureis thattherecanbesystematicmismatchesbetweengrammatical
levels.Forexample,null pronounsubjectsin pro-droplanguagesarenotpresentatc-structure,becausethey
areunmotivatedby thesyntacticphenomenarepresentedat that level. Rather,null pronounsarepresentat
f-structure,wheretheycanparticipatein agreement,binding,andothersyntacticprocessesbestrepresented
at thatlevel. Similarly, therecanbesystematicmismatchesbetweenf-structureands-structure,andit is this
aspectof the architecturethat allows for anadequatesemanticsof equi that neverthelessdoesnot conflict
with structure-sharingin the syntaxand in fact usesthe syntax to give solutionsto certainproblemsin
previousanalysesof equisemantics.

2.3 Overview of Glue Semantics

Glueusestwo logics: a meaninglogic for representingmeaningterms,andlinear logic (Girard,1987)for
assemblingmeaningsDalrymple(1999).As alreadystated,linear logic is resource-sensitive:a linear logic
proof is valid only if all premisesareusedexactlyonce.This is bestexemplifiedby comparingpropositional
logic to propositionallinearlogic andobservingthedifferencesin certainentailmentpatterns.

1. A premisecan only beusedonce

(2) Propositionallogic implication(!)

a. p, p! q ` q

b. p, p! q ` p^ q p usedto deriveq andcanbeconjoinedwith q

(3) Propositionallinearlogic implication(�� )

a. p, p�� q ` q

b. p, p�� q 6` p
q p wasusedup to deriveq

2. Each premisemust beused

(4) Propositionallogic conjunction(^)

a. p^ q ` p q ignored

(5) Propositionallinearlogic conjunction(
 )

a. p
q 6` p mustuseq

In principle, we canchooseany logic for the meaninglogic, so long asa systematicrelationshipcanbe
establishedbetweenoperationsin themeaninglanguageandthosein theGluelanguage(linear logic).

2.4 New Glue

Recentwork in GluesemanticshasusedtheCurry-Howard(C-H) isomorphismto directly relatetheGlue
and meaninglanguages(Dalrymple et al., 1999b). According to the C-H isomorphism,introductionof
implicationin theGluelanguagecorrespondsto lambdaabstractionin themeaninglanguageandelimination
of implication correspondsto function application.I will useonly the implication fragmentof linear logic
in this analysis,andwill presentmy Glueproofsin thenaturaldeduction(ND) style. TheND proof rules
for introductionandeliminationof implicationareasfollows:
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(6) Implication Elimination Implication Introduction

A �� B A
��E

B

[A]i

�
�
�
B

��I; i
A �� B

Theeliminationrule is just modusponens.Theimplication rule involvesflagginganassumptionin square
brackets,andsubsequentlydischargingthis assumptionif it hasbeenusedto proveanotherpremise.In this
case[A] i is usedto deriveB, andwe candischargetheassumptionusingimplication introductionto getA
��B.

Thefollowing simpleexampleshowsthenaturaldeductionrulesandCurry-Howardisomorphismwork-
ing togetherto provethata �� b ` a �� b. Themeaninglanguageappearson the left of theuninterpreted
symbol‘:’ andthelinear logic is on theright.

(7)
[x : a]i P : a �� b

function application : ��E
P (x) : b

lambda abstraction : ��I;i
�x:P (x) : a �� b

In the first step,x : a is assumed(indicatedby squarebrackets)and the assumptionis flaggedwith the
superscripti. We takethis assumptionandcombineit with our onepremisea �� b by elimination,which
correspondsto functionapplicationin themeaninglanguage.

Gluewith theC-H isomorphismhasadvantagesoverpreviousGlueformalizations:

1. It eliminatestheneedfor higher-orderunification.

2. ThemeaningandGlue languagesarekept completelyseparate,suchthata proof cannotfail simply
dueto failure in themeaninglanguage,only dueto failure in theGluelanguage.

3. By examiningoperationsin theGlue language,we automaticallyknow thecorrespondingoperation
in themeaninglanguage.

To staywithin the implicational fragment,Glue conjunction(
 ) in the antecedentof an implication
will becashedout asimplication,by thefollowing equivalence(which alsoholdsfor ordinary(non-linear)
propositionallogic):

(8) (a 
 b) �� c � b �� (a �� c)

For example,theGluesemanticsfor a transitiveverbcanbewritten usinga conjunction,suchthat theverb
consumestheresourcesof its subjectandobjectto give its meaning,or it canbewritten suchthat theverb
consumesits object’s resourceandthenits subject’s resourceto give its meaning:

(9) An example:transitiveverbs
((" SUBJ)� 
 (" OBJ)�) ��"� � (" OBJ)� �� ((" SUBJ)� �� "�)
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Usingtheequivalencein (8) with theequivalencein (10), thesubjectcanbeconsumedfirst, asin (11).

(10) (a
b) � (b
a)

(11) (" OBJ)� �� ((" SUBJ)� �� "�)
� ((" SUBJ)� 
 (" OBJ)�) �� "�
� ((" OBJ)� 
 (" SUBJ)�) �� "�
� (" SUBJ)� �� ((" OBJ)� �� "�)

Althoughthis introductionto Gluesemanticshasbeennecessarilyshort,I havepresentedeverythingthat I
usein my analysis(sections5 and6). But first let usconsidertheproblemthat functionalcontrol presents
for a resource-sensitivesemantics.

3 The Problem

Despiteits advantagesin modelling natural languagemeaning,the resource-sensitivityof Glue initially
seemsto beat oddswith functionalcontrol in f-structures,which is expressedby functionalidentity equa-
tions4 in lexical f-descriptions.Theseequationsresultin structure-sharing(i.e. tokenidentity)of f-structures.
The� mappingfunction is mustmapthis onestucture-sharedf-structureto onenodein s-structure,or else
themappingfunction is not a function by definition. In otherwords,theproblemis that if anf-structureis
structure-shared,thenit canonly produceonesemantic-resource.

Considerthefollowing equiexample:

(12) Gonzotried to go.

I amassuminga functionalcontrolanalysisof Englishobligatorycontrol,wherebytheequiverb’s SUBJor
OBJ functionally controlsandis thereforetokenidenticalto its XCOMP SUBJ.5 Simplifying somewhat,we
getthefollowing f-structurefor (12).

(13)

f

2
66666664

PRED ‘try’

SUBJ g
h

PRED ‘Gonzo’
i

XCOMP h

2
4PRED ‘go’

SUBJ

3
5

3
77777775

Sotheattributepaths(f SUBJ) and(f XCOMP SUBJ) shareastheir valuethe f-structureg. This f-structure
contributesone semanticresourcethat we must use in the Glue proof of the sentence’s meaning. The
embeddedverb is anordinaryintransitiveverb thatneedsto consumeits subject’s resourceandthematrix
equiverbalsotakesits subjectasa semanticargument.Thusit seemsthatbothverbsneedto consumethe
onesubjectresource.But, if weusethis subjectresourceasapremisein derivingthemeaningof thematrix
verb,theresourceis consumedandis not availablefor theembeddedverb. Likewise,if theembeddedverb
consumesthesubjectresource,it is unavailablefor thematrix verb.

4Thesearealsoknownasfunctionalcontrolequations.
5For motivationof suchananalysis,seeBresnan(1982a)andFalk (to appear).
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Onepossiblesolutionto this problemis to treatpathsin f-structuresascontributingresources(Kehler
et al., 1999),ratherthanthestandardGlue treatment,wherebynodes(i.e. the f-structuresvaluesof paths)
contributeresources.Considerthis proposalwith respectto (13). Therearetwo subjectpaths,(f SUBJ g)
and(f XCOMP SUBJ g). Eachof thesecontributesa resourceandasa resultboth thematrix andembedded
verbshavea subjectresourceto consume.

Thearetwomajorproblemswith thisproposal.First,it involvesanon-trivialextensionof Gluetheory. It
needsanadditionalaxiomandtherepercussionsof theextensionarenotclear. Essentially, thismodification
resultsin a weakeningof the notion of resource-sensitivity, becausetherecan alwaysbe multiple paths
leadingto the samevalue. Second,by providing both the matrix equi verb andthe embeddedverb with
a subjectresource,this solution would force the clausalequi complementto denotea proposition. The
embeddedverbdenotesapropertyandthis wouldcombinewithedenotationof thesubject,anindividual or
generalizedquantifier,to yield aproposition.Therewouldbenoprincipledwayto getapropertydenotation
for theclausalcomplementinstead.However,thereis a long-standingliteraturein theoreticalsemanticsthat
arguespreciselyfor a propertydenotationof clausalequi complements(Chierchia,1984,1985;Chierchia
andJacobson,1986).I now turn to abrief summaryof thesearguments.

4 The Denotationof Clausal Equi Complements

Chierchiaandvariousothersemanticistshavelong arguedthat thedenotationof theclausalcomplementof
anequiverbis aproperty(14a)andnotaproposition(14b)(Chierchia,1984,1985;ChierchiaandJacobson,
1986).

(14) a. try(gonzo,�x.go(x))

b. try(gonzo,go(gonzo))

Thefundamentalmotivationfor thiscomesfrom certainentailments/inferencepatternsthatareveryrobust.6

(15) Property inferencepatterns:
Quantification
Gonzotried to go.
Andrewtried everythingthatGonzotried.
Andrewtried to go.

try(gonzo,�x.go(x))
8P.[try(gonzo,P)! try(andrew, P)]
try(andrew, �x.go(x))

Ellipsis
Gonzotried to go.
Andrewdid too.
Andrewtried to go.

try(gonzo,�x.go(x))
9P9Q.[Q(gonzo,P)^ Q(andrew, P)]
try(andrew, �x.go(x))

6Chierchia(1984)discussesthe quantificationalinferencepatternson the left. Theellipsis patternsweresuggestedto me by
Mary Dalrymple(p.c.). Thetreatmentof ellipsisgivenhereis basedvery roughlyon Dalrympleet al. (1991).Noneof the logical
formsgivenin thissectionareintendedasrealanalyses,butareratherpresentedassuggestivesketcheswhichhighlight theproblems
beingdiscussed.
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(16) Propositional inferencepatterns:
Quantification
Gonzotried to go.
Andrewtried everythingthatGonzotried.
??
[* Andrewtried for Gonzoto go.]

try(gonzo,go(gonzo))
8P.[try(gonzo,P)! try(andrew, P)]
try(andrew, go(gonzo))

Ellipsis
Gonzotried to go.
Andrewdid too.
??
[* Andrewtried for Gonzoto go.]

try(gonzo,�x.go(x))
9P9Q.[Q(gonzo,P)^ Q(andrew, P)]
try(andrew, go(gonzo))

Thepropertytheorygetsthecorrectentailments,while thepropositionaltheorydoesnot. In fact there
areno Englishsentencescorrespondingto theconclusionsof thepropositionalinferencepatterns.For this
reason,Chierchiatreatsthecomplementof equiasdenotingaproperty. Semanticsis ultimatelygroundedin
providingmeaningsfor naturallanguagethatcaptureour intuitionsaboutentailments.Thus,wemustreject
asemanticsthatresultsin denotationswith missingor falseentailments,asis thecasewith thepropositional
denotationof clausalequicomplements.

Therehavebeenobjectionsto the propertytheory, which I turn to in the next section,and it may be
that the empirical problemswith the propositionaltheory that havebeenoutlined herecanbe overcome.
But in theabsenceof proposalsto this effect, theKehleret al. (1999)treatmentof structure-sharingandits
relationshipto Gluesemanticsis unsatisfactory, becauseit canonly give a propositionaldenotationto the
equicomplements,asdiscussedabove.

4.1 Two Problemsfor the Property Theory

4.1.1 Locality of Anaphoric Binding

PollardandSag(PollardandSag,1994; SagandPollard,1991) havenotedthat the propertytheory has
troublewith reflexivesin clausalcomplementsof equiverbs.Consider:

(17) Gonzotried to pinchhimself/*herself.

This caseis problematicfor thepropertytheoryof equi,becauseit hasbeendevelopedin frameworks
whicharestrictly compositional(MontagueGrammar,CategorialGrammar).Accordingly, thereis no local
antecedentfor the reflexive in (14). In the syntax, the clausalequi complementis a VP, which hasno
subject. Theremustnot be a syntacticsubject,becausethe theory is strictly compositionaland needsa
propertydenotationfor the complementin the semantics. If a subjectwere presentin the semantics,it
would combinewith the propertyto give a proposition. Thus, thereis also no subjectin the semantics,
wherethesubjectis representedasa variableboundby a lambda.

The result is that in giving a property denotationto the clausalequi complement,there is no local
antecedentfor thereflexive,andanextremelyrobustgeneralizationfrom bindingtheoryis lost. Theparallel
projectionarchitectureof LFG offersasolutionto this apparentdilemma,which I give in section6.1.
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4.1.2 SententialComplementswith Property Denotations

Zec(1987)notesthatSerbo-Croatian7 sentenceslike the following posea problemfor thepropertytheory
of equisemantics(Zec,1987:142).

(18) Petar
Petar

je
Aux

pokušao
tried

da
Comp

dodje
come(Pres)

Petertried to come.

Thecomplementto thematrix verbpokǔsaois clearlynot asubjectlessVP for two reasons.First, there
is anovertcomplementizer,indicatingthat this is a CP, not a VP. Second,Zecarguesthat thereis actually
a null pronominalsubjectin theembeddedclause,sothereis an f-structureSUBJ. Pokǔsaois nevertheless
an equi verb and there is a relationshipof obligatory control betweenits subjectand the subjectof its
complement.Furthermore,Serbo-Croatiancontrol verbsparticipatein inferenceslike (15), indicatingthat
theclausalequicomplementdenotesapropertydespiteinitial appearances.This is aproblemfor Chierchia,
becausehis theorypredictsthat thesententialcomplementin (18) shoulddenotea proposition,asit hasa
subject.Again, thepresentanalysisusesLFG’s parallelprojectionarchitectureto overcomethis problem,
asshowin section6.2.

5 A Glue Analysis of Equi

Let usconsiderthefollowing sentence;

(19) Gonzotried to go.

I assumethefollowing (partial) lexical entriesfor this sentence:8

(20) Gonzo N (" PRED) = ‘Gonzo’
gonzo: "�

= g�
tried V (" PRED) = ‘try’

�x�P.try(x, P) : (" SUBJ)� �� (((" XCOMP SUBJ)� �� (" XCOMP)�) ��"�)
= g��� ((g� �� h�) �� f�)

go V (" PRED) = ‘go’
�y.go(y) : (" SUBJ) ��"�

= g� �� h�

Theseentriesareclearlysimplified,andmanysyntacticdetailshavebeensuppressed.Forsimplicity’s sake,
I’ve alsopresenteda simpleextensionalpredicatecalculusasthemeaninglanguage,which is to the left of
thecolonsin theGlueformulas.9

TheGlueformulashavebeenpresentedfirst in their generalform, astheyarelisted in the lexicon,and
secondlywith the" metavariablesinstantiatedto nodesin thefollowing f-structurefor (19).

7This is thetermthatZecuses.
8I haveassumeda co-headanalysisof infinitival to. If a raisinganalysisis preferred,thenthederivationwould essentiallybe

like theonepresentedfor raisingembeddedunderequiin section6.4.2.
9For a presentationof anintensionalversionof themeaninglanguageseeAsudeh(to appear).
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(21)

f

2
66666664

PRED ‘try’

SUBJ g
h

PRED ‘Gonzo’
i

XCOMP h

2
4PRED ‘go’

SUBJ

3
5

3
77777775

Usingtheinstantiatedgluepremises,wecanconstructthefollowing proof.

(22) Glue proof, with meanings

gonzo: g� �x�P:try(x; P ) : g� �� ((g� �� h�) �� f�)
��E

�P:try(gonzo; P ) : (g� �� h�) �� f� �y:go(y) : g� �� h�
��E

try(gonzo,�y:go(y)) : f�

In thefirst stepof theproof,we taketheGlueresourceprovidedby thesubject,Gonzo, andcombineit with
theGlueresourceprovidedby theequimatrixverb,tried, usingimplicationelimination(modusponens;see
(6)). This correspondsto functionapplicationin themeaninglanguage,andthefirst argumentof try is the
denotationof the subject,gonzo. The resultof the first stepis thencombinedwith the resourceprovided
by theembeddedverb,againusingimplication elimination. This resultsin a semanticsfor the f-structure
correspondingto thesentencewhich is thetry relationbetweengonzo andthepropertyof going.

Thevery sameGlueentry for theequiverbcanyield thepropositionaldenotationfor theclausalcom-
plement.Theonly differenceis in the meaninglanguage,wherethecontrolleeis givenasanargumentto
theproperty:

(23) tried V (" PRED) = ‘try’
�x�P.try(x, P(x)) : (" SUBJ)� �� (((" XCOMP SUBJ)� �� (" XCOMP)�) ��"�)

= g� �� ((g� �� h�) �� f�)

Combining this with the samemeaningfor go, the last line of the Glue proof would insteadbe
try(gonzo; �y:go(y)(gonzo)) : f�, which reducesto try(gonzo; go(gonzo)) : f� after function appli-
cation.

6 Empirical Results

6.1 Anaphoric Binding in Equi Complements

Let usconsideragain(17),which I notedasapotentialproblemfor thepropertytheory:

(17) Gonzotried to pinchhimself.

At c-structure,the clausalcomplement(IP) doesnot havea subject,but at f-structure,thereis a subject,
which is structure-sharedwith its controller,thematrix subject.Theprojectionarchitectureallowsthiskind
of mismatchandtheequi verb lexically specifiesthe functionalcontrol equationwhich identifiesits SUBJ

andits XCOMP SUBJ.

11



Anaphoricbinding in LFG is definedat the level of f-structure(Dalrymple,1993;Bresnan,2000),as
indicatedby thebindingequationin thelexical entryfor thereflexivein (24a).Forsentence(17),wegetthe
f-structurein (24b).

(24) a. himself N (" PERS) = 3
(" NUM) = SG

(" GEND) = MASC

(((GF �) " ) GF0 INDEX) = (" INDEX)

b.

f

2
6666666666666666664

PRED ‘try’

SUBJ g

2
4PRED ‘Gonzo’

INDEX j

3
5

XCOMP h

2
666666664

PRED ‘pinch’

SUBJ

OBJ i

2
664

PRED ‘pro’

NUCLEAR +

INDEX j

3
775

3
777777775

3
7777777777777777775

Instantiatingthebindingequationin (24a):

(25) (((GF �) " ) GF0 INDEX) = (" INDEX)
(((OBJ e) i) SUBJ INDEX) = (i INDEX)
(h SUBJ INDEX) = j
(g INDEX) = j
j = j

Thus,thereis a local antecedentfor thereflexiveat f-structure,theappropriatelevel for bindingtheory.
The relationshipbetweenlevels of representationin LFG is not isomorphic,but it is systematic,as

definedby projectionfunctions.Althoughthesubjectis presentin f-structure,thedenotationof theclausal
equicomplementcanbeaproperty, aswe’veseen.Thisanalysisexploitstheparallelprojectionarchitecture
andthe modularnatureof informationcontributionin LFG to capturethe correctsyntaxfor constituency
andbinding(c-structureandf-structure)aswell astheright semanticsfor equi.

6.2 Obligatory Anaphoric Control

RecalltheSerbo-Croatiansentence(18):

(18) Petar
Petar

je
Aux

pokušao
tried

da
Comp

dodje
come(Pres)

Petertried to come.

Zec(1987)notedthis asa problemfor thepropertytheorybecausetheclausalequi complementis clearly
a CP with a null subject,yet it seemsto denotea property. This is only a problemif we assumestrict
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compositionality, andthe solutionhererelieson usingnormalGlue semanticsandexploiting the capacity
for systematicmismatchesbetweenlevelsof representationin LFG’sgrammaticalarchitecture.

I assumethefollowing lexical entriesfor (18).

(26) Petar N (" PRED) = ‘Petar’
petar: "�

= g�
je I (" TENSE) = PAST

pokušao V (" PRED) = ‘try’
(" COMP SUBJ INDEX) = (" SUBJ INDEX)
�w�P.try(w, P) : (" SUBJ)� �� (((" COMP SUBJ)� �� (" COMP)�) �� "�)

= g��� ((i� �� h�) �� f�)
�x�y.x : (" SUBJ)� �� ((" COMP SUBJ)� �� (" SUBJ)�)

= g� �� (i� �� g�)
da C (" MOOD) = DECL

dodje V (" PRED) = ‘come’
(" TENSE) = PRES0
B@

(" SUBJ PRED) = ‘pro’
X : (" SUBJ)�

= i�

1
CA

�z.come(z): (" SUBJ)� �� "�
= i� �� h�

The secondline in eachGlue formula hasinstantiatednodedescriptionswith the nodenamesfrom the
following f-structurefor (18):

(27)

f

2
6666666666666666664

PRED ‘try’

SUBJ g

2
4PRED ‘Petar’

INDEX j

3
5

COMP h

2
6666664

PRED ‘come’

SUBJ i

2
4PRED ‘pro’

INDEX j

3
5

MOOD DECL

3
7777775

TENSE PAST

3
7777777777777777775

I havemadethe simplifying assumptionthat the auxiliary verb simply contributesTENSE to the f-
structureandthatthecomplementizercontributesMOOD. Theentryfor theembeddedverbdodjeis general,
andnot just for its occurrencein complementsof equiverbs.This verboptionally specifiesits SUBJ PRED

as‘pro’, sinceSerbo-Croatianis a pro-droplanguage.Whenthenull subjectis contributedby theverb,the
semanticsof thenull pronominalis alsocontributed,asindicatedby theGlueformulaX : (" SUBJ)�.10

10Clearlythis is anot asatisfactorytreatmentof anaphora,butdiscussionof thetreatmentof anaphorain adynamicGlue,which
is beingdevelopedat PARC, would takeustoo far afield.
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Theentry for thesubjectequi verbpokǔsao is different from theentry for theEnglishverb try in (20)
above. Its clausalcomplementis a COMP, not an XCOMP, becausethe complementhasits own subject
ratherthanthe subjectbeingstructure-sharedwith anotherGF by functional control. Instead,the control
relationshipis anaphoricas indicatedby the equationrequiring that pokǔsao’s COMP SUBJ and SUBJ be
coindexed.Correspondingto theanaphoriccontrolspecifiedby thecoindexationequation,thesecondGlue
formula in theentryconsumesthepronoun’s meaning.This is motivatedbecausethepronouncanonly be
boundby thecontrollingsubject.In effect,it is not contributinganormalpronominalmeaning,but is rather
a devicethat is employedin certainlanguages(like Serbo-Croatian)to establishan equi relation. Thus,
we canthink of this Glue formula asgoing handin handwith the anaphoriccontrol equation,just asthe
embeddedverb’s contributionof its null subjectgoeshandin handwith aGlueformulafor thatsubject.

This leavesthefinal andmostimportantdetailof thepresentanalysisof anaphoriccontrol: thefirst Glue
formula,whichgivesthesemanticsof theequiverb,is thesameastheGluefor theequiverbtry in English,
a languagethatusesfunctionalcontrol in thesyntax.In bothcases,thematrix subjectis consumedto yield
an implication that consumestheentire clausalcomplementto yield thesemanticsof theouterf-structure
andthusthesentence.Thefollowing proofdemonstratestheparallelism.NoticethatoncetheGluepremises
dealingwith theanaphoriccontrolrelationandembeddedsubjecthavebeenconsumed,theremainderof the
proof (startingat thethird line) is identicalto theproof in (22) for theEnglishsentenceGonzotried to go.

(28)

�z:come(z) : i� �� h�

petar: g� �x�y:x : g� �� (i� �� g�)

�y:petar: i� �� g� X : i�

petar: g� �w�P:try(w;P ) : g� �� ((i� �� h�) �� f�)

�P:try(petar; P ) : (i� �� h�) �� f�

try(petar; �z:come(z)) : f�

Again we seethatLFG’s architecturehasbeenexploitedto solvea previousproblemin thesemantics
of equi. Although there is a null pronominalsubjectin the clausalequi complement,I am essentially
proposingherethat it is only thereto maintaintheobligatorysyntacticrelationshipbetweenthecontroller
andthecontrollee.Thus,thereis typologicalvariationin thesyntacticmechanismsusedto maintaincontrol
relationships.Englishusesfunctionalcontrol, while otherlanguages,suchasSerbo-Croationor Icelandic
(Andrews,1982)useanaphoriccontrol. The differencesin the syntacticmechanismsarereflectedin the
Gluesemantics,but it is still possiblefor thecontrolledclausalcomplementsto havethesamedenotation,
no matterwhich syntacticmechanismthegrammarof a languageemploys.Therefore,thereis a separation
of syntaxandsemantics,but thereis asystematicrelationshipbetweenthetwo, andtherecanbetypological
differencesin one,without therenecessarilybeingdifferencesin theother.

6.3 Equi Embeddedunder Equi

At this point the readermay well be wonderingif this analysiscanhandlean equi verb embeddedunder
anotherequi verb, which will result in three-waystructure-sharing.In fact, this is not a problemas the
following exampleandits Glueproof show.

(29) a. Gonzopromisedto try to go.
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b.

f

2
66666666666664

PRED ‘promise’

SUBJ g
h

PRED ‘Gonzo’
i

XCOMP h

2
6666664

PRED ‘try’

SUBJ

XCOMP i

2
4PRED ‘go’

SUBJ

3
5

3
7777775

3
77777777777775

c. gonzo: "�

= g�
�x�P.promise(x,P) : (" SUBJ)� �� (((" XCOMP SUBJ)� �� (" XCOMP)�) �� "�)

= g� �� ((g� �� h�) �� f�)
�y�Q.try(y, Q) : (" SUBJ)� �� (((" XCOMP SUBJ)� �� (" XCOMP)�) �� "�)

= g� �� ((g� �� i�) �� h�)
�w.go: (" SUBJ)� �� "�

= g� �� i�

d. Glue proof, without meanings11

g� g� �� ((g� �� h�) �� f�)
��E

(g� �� h�) �� f�

[g� ]1 g� �� ((g� �� i�) �� h�)
��E

(g� �� i�) �� h� g� �� i�
��E

h�
��I;1

g� �� h�
��E

promise(gonzo,�z:try(z; �w:go(w))) : f�

Thelefthandsideof theproof showsthat theGlueresourcefor thematrix subjectis consumedto prove
theconsequentof thematrixequiverb,asalreadydemonstratedin section5. Therighthandsideof theproof
showsthe first useof linear implication introduction(see(6) in section2.4). We assumea Glue resource,
g�, andflagtheassumption.Wethenusethis resourceto getthemeaningfor theouterXCOMP, h. Sincewe
haveusedtheassumedg� in provingh�, wecandischargetheassumptionandgettheimplicationg� �� h�.
We thencombinethis resourcewith theresourcefrom thelefthandsideof theproof to get themeaningfor
thesentence,which is a relationof promisingbetweenan individual, gonzo, andthepropertyof trying to
go. Thus,onceagainin oursemanticswehavethepropertydenotationfor theclausalequicomplementand
theGlueproof goesthroughdespitethethree-waystructure-sharing.

6.4 The Interaction of Equi and Raising

In this sectionI will demonstratethat the analysisof equi presentedthus far interactsnicely with a Glue
analysisof raising,which I presentfirst.

11Glueproofswith meaningsfor this exampleandfor examples(31) and(32) aregivenin theappendix.
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6.4.1 Raising

At thesyntacticlevel of f-structure,raisinglooksvery muchlike equi,becausetheraisingverb’s SUBJ (or
OBJ) functionally controlsits XCOMP SUBJ, asillustratedin (30b) below. The crucial differencebetween
equiandraisingis asemanticone.In equi,thecontrollingGFis simultaneouslyasemanticargumentof the
equi verbandof its XCOMP, but in raisingthe“raised” GF is not a semanticargumentof the raisingverb,
only of its XCOMP. Evidencefor this comesfrom expletives.Raisingverbscantakeexpletivesubjectsor
objectsin lieu of a raisedone,but equiverbscannevertakeanexpletiveinsteadof theequicontroller.

Furthermore,the denotationof a raising verb’s clausalcomplementis a proposition,not a property
(Montague,1974).Theverbseem, for example,is aone-placepredicate,takingapropositionalargument,as
its subjectisnotasemanticargument.Thisiswhy theGlueentryfor theverbseemin (30c)is�P:seem(P) :
(" XCOMP)� ��"� . Seemonly needsits XCOMP’s meaning,which is a proposition,12 to provide its own
meaning.

(30) a. Gonzoseemedto vanish.

b.

f

2
6666664

PRED ‘seem’

SUBJ

XCOMP h

2
4PRED ‘vanish’

SUBJ g
h
PRED ‘Gonzo’

i
3
5

3
7777775

c. gonzo: "�

= g�
�P.seem(P) : (" XCOMP)� �� "�

= h� �� f�
�x.vanish(x): (" SUBJ)� �� "�

= g� �� h�

d. Glue proof, without meanings

g� g� �� h�
��E

h� h� �� f�

��E

seem(vanish(gonzo)) : f�

e. Glue proof, with meanings

gonzo: g� �x:vanish(x) : g� �� h�
��E

vanish(gonzo) : h� �P:seem(P) : h� �� f�

��E

seem(vanish(gonzo)) : f�

Weendup with thesentenceGonzoseemedto vanish meaningseem(vanish(gonzo)). This is aoneplace
predicatewith apropositionalargument,just asdesired.

12ThevariableP rangesoverpropositions,unlike thepreviouslyencounteredP , which rangesoverproperties.
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6.4.2 Raisingunder Equi

With the analysisof raising in hand,we canderivea meaningfor a sentencethat hasa matrix equi verb
andan embeddedraisingcomplement.Again, this resultsin three-waystructure-sharing,but the analysis
developedhereis fully generalandthestructure-sharingonceagainposesnoproblem.

(31) a. Gonzotried to seemto vanish.

b.

f

2
66666666666664

PRED ‘try’

SUBJ g
h

PRED ‘Gonzo’
i

XCOMP h

2
6666664

PRED ‘seem’

SUBJ

XCOMP i

2
4PRED ‘vanish’

SUBJ

3
5

3
7777775

3
77777777777775

c. gonzo: "�

= g�
�y�Q.try(y, Q) : (" SUBJ)� �� (((" XCOMP SUBJ)� �� (" XCOMP)�) �� "�)

= g��� ((g� �� h�) �� f�)
�P.seem(P) : (" XCOMP)� �� "�

= i� �� h�
�w.vanish(w): (" SUBJ)� ��"�

= g��� i�

d. Glue proof, without meanings

[g� ]1 g� �� i�
��E

i� i� �� h�
��E

h�
��I;1

g� �� h�

g� g� �� ((g� �� h�) �� f�)
��E

(g� �� h�) �� f�

��E

try(gonzo; �z:seem(vanish(z))) : f�

Usingsimply theequiandraisingentrieswehavealreadyencounteredsofar, themeaningfor thesentence
is given as try(gonzo; �z:seem(vanish(z))), which is a relation betweenthe individual gonzo and the
propertyof seemingto vanish. Onceagain,the denotationof the clausalequi complementis a property,
althoughthecomplementis headedby a raisingverb.

6.4.3 Equi under Raising

Thesemanticsfor anequiverbembeddedasthecomplementof a raisingverbis equallyunproblematic:

(32) a. Gonzoseemedto try to go.
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b.

f

2
66666666666664

PRED ‘seem’

SUBJ g
h

PRED ‘Gonzo’
i

XCOMP h

2
6666664

PRED ‘try’

SUBJ

XCOMP i

2
4PRED ‘go’

SUBJ

3
5

3
7777775

3
77777777777775

c. gonzo: "�

= g�
�P.seem(P) : (" XCOMP)� �� "�

= h��� f�
�y�Q.try(y, Q) : (" SUBJ)� �� (((" XCOMP SUBJ)� �� (" XCOMP)�) �� "�)

= g��� ((g� �� i�) �� h�)
�w.go(w): (" SUBJ)� ��"�

= g��� i�

d. Glue proof, without meanings

g� g� �� ((g� �� i�) �� h�)
��E

(g� �� i�) �� h� g� �� i�
��E

h� h� �� f�

��E

seem(try(gonzo; �w:go(w))) : f�

The meaningwe end up with is a one placepredicate,seem, which takesa propostionalargument,
try(gonzo; �w:go(w)). And themeaningof theembeddedequiverb is theusualrelationbetweenanindi-
vidual andproperty.

6.5 DeReand DeDicto Scope

Lastly, it canbe shownthat the semanticsfor equi andraisingdevelopedherenaturallyyield the de re/de
dicto differencesbetweenequi and raising verbs(Dowty et al., 1981; Montague,1974). In particular,a
quantifiedsubjectof a raising verb can takeeither wide scope(de re reading)or narrow scope(de dicto
reading)with respectto the verb. However, the subjectof an equi verb cannottake narrow scopewith
respectto theequiverb,andthededicto readingis unavailable.

6.5.1 Raising: Both DeReand DeDicto ReadingsAvailable

Considerthe examplein (33a) below. The de re readingentails the existenceof a goblin, whereasthe
de dicto readingdoesnot. On the de dicto reading,somethingthat seemsto be a goblin tried to pinch
Gonzo,but the thing in questioncould (for example)be a child in a Halloweencostume.Let us assume
an existentially quantifieddenotationof indefinite noun phrases,representedas a generalizedquantifier
(Barwiseand Cooper,1981). We can then write the Glue for a goblin as in (33c), following the Glue
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treatmentof generalizedquantifiersin Dalrymple et al. (1999b). Thereare two ways to instantiatethe
variableX in theindefinitenounphrase’s Glue.To getthedere readingin (33d),wefirst provef� (i.e. the
sentence’s semantics)andtheninstantiateX to f�, giving thequantifiednounphrasewide scope.For the
dedicto reading,we combinethequantifierwith the XCOMP’s Glue,andthencombinethe resultwith the
matrix raisingverb.Thisgivesthequantifiernarrowscope.

(33) a. A goblin seemedto pinchGonzo.

b.

f

2
66666666664

PRED ‘seem’

SUBJ g
h

PRED ‘goblin’
i

XCOMP h

2
6664

PRED ‘pinch’

SUBJ

OBJ i
h

PRED ‘Gonzo’
i

3
7775

3
77777777775

c. �Q9z.[goblin(z)^ Q(z)] : ("� ��X) ��X
= (g� ��X) ��X

�P.seem(P) : (" XCOMP)� ��"�
= h� �� f�

�y�x.pinch(x,y) : (" OBJ)� �� ((" SUBJ) �� "�)
= i �� (g�� h�)

gonzo: "�

= i�

d. Dere13

(g� �� X) �� X

i� i� �� (g� �� h�)
��E

g� �� h� [g� ]1

��E

h� h� �� f�

��E

f�

��I;1

g� �� f�

��E ; X = f�

9z:[goblin(z) ^ seem(pinch(z; gonzo))] : f�

e. Dedicto

h� �� f�

i� i� �� (g� �� h�)
��E

g� �� h� (g� �� X) �� X
��E ;X = h�

h�
��E

seem(9z:[goblin(z) ^ pinch(z; gonzo)]) : f�

13Seetheappendixfor Glueproofswith meaningsof (33d),(33e),and(34d).
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6.5.2 Equi: Only DeReReadingAvailable

Now let usconsiderthesamesentencewith theequiverbtry replacingtheraisingverbseem. Theresulting
sentenceonly hasa de re readingfor the quantifiedsubject: the goblin is entailedto exist. It is easyto
understandwhy this shouldbeso. If agoblin tried to pinchGonzo,thentheremustbesomegoblin or other
thatdid this. Thedere readingis derivedin thesamemannerasfor (33). Thesentence’s semanticsis first
derivedandthencombinedwith thequantifier,whichgetswidescope.However,thereis noway to give the
quantifiernarrowscope.If weattemptto do this, thesubjectresource(g�) is lost andtheGlueproof fails.

(34) a. A goblin tried to pinchGonzo.

b.

f

2
66666666664

PRED ‘try’

SUBJ g
h

PRED ‘goblin’
i

XCOMP h

2
6664

PRED ‘pinch’

SUBJ

OBJ i
h

PRED ‘Gonzo’
i

3
7775

3
77777777775

c. �Q9z.[goblin(z)^ Q(z)] : ("� ��X) ��X
= (g� ��X) ��X

�w�P.try(w, P) : (" SUBJ)� �� (((" XCOMP SUBJ)� �� (" XCOMP)�) �� "�)
= g� �� ((g� �� h�) �� f�)

�y�x.pinch(x,y) : (" OBJ)� �� ((" SUBJ) �� "�)
= i �� (g�� h�)

gonzo: "�

= i�

d. Dere

(g� �� X) �� X

[g� ]1 g� �� ((g� �� h�) �� f�)
��E

(g� �� h�) �� f�

i� i� �� (g� �� h�)
��E

g� �� h�
��E

f�

��I;1

g� �� f�

��E ; X = f�

9z:[goblin(z) ^ try(z; �x:pinch(x; gonzo))] : f�

e. Dedicto - no proof

g� g� �� ((g� �� h�) �� f�

��E

(g� �� h�) �� f�

i� �� (g� �� h�) i�
��E

g� �� h� (g� �� X) �� X
��E ;X = h�

h�
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7 Conclusion

Theanalysisof equidevelopedherehasshownthat theresource-sensitivityof Gluesemanticsis not neces-
sarily at oddswith functionalcontrolandstructure-sharingat f-structure.In fact, thetensionbetweenthese
featuresof thearchitectureleadsto a restrictivesemanticsfor equiwhich hasseveraladvantages.First, the
semanticsnaturallyyieldsapropertydenotationfor theclausalequicomplement,whichhasbeenarguedfor
by Chierchia(1984)andothers.At thesametime,a propositionaldenotationis possible,without changing
the linear logic portionof theGluesemanticsfor equiverbs.Theonly changeis in themeaninglanguage.
This analysisthereforeoffersa bettersolutionthanKehleret al.’s (1999)proposalthatpathsin f-structures
contributeresoures,becauseit involvesno modificationof Glue theoryandit hastheempiricaladvantage
of allowing thepropertydenotationfor clausalequicomplements,which theKehleret al. analyisdoesnot
allow.

Second,theanalysisin thispaperexploitsLFG’sparallelprojectionarchitectureto capturetheanaphoric
bindingfactsandtypologicalfactswhichhavebeenaproblemfor otherformulationsof thepropertytheory
of equi semantics.Binding is handledat f-structureasusual,with the structure-sharedcontrolledsubject
providing a local antecedentfor a reflexive in the embeddedclause. But, the projectionarchitectureand
Glue languageallow for a semanticsin which the resourcefor the controlledsubjectdoesnot haveto be
contributed,which alsonaturallyleadsto theright analysisin themeaninglanguage.Thesecondproblem,
that of anaphoriccontrol, can also be handlednaturally. Languagesthat useanaphoriccontrol for equi
simply needan additionalGlue premisewhich consumesthe controlleepronominaland relatesit to the
controller.

Third, this semanticsis robustandcanhandlea rangeof empirical phenomena,including embedded
equiverbs,theinteractionwith thesemanticsfor raisingverbs,anddedicto/dere differencesbetweenequi
and raising verbs. As a final aside,the analysissuggestsa generalprogramfor dealingwith structure-
sharing,which haspreliminarily beenextendedto theanalysisof VP conjunctionandright noderaisingin
our implementationat PARC.
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Abstract
In this paper I question the traditional view of the notion ÔfinitenessÕ. Rather than being a
morphosyntactic feature, I argue that if anything it is a semantic category related to time, reference
and definiteness. Furthermore I attempt to abandon the rather misleading labels of ÔfiniteÕ and Ônon-
finiteÕ verb forms by offering evidence from English, Romance and Japanese which reveal that verb
forms may have morphological tense despite having no independent time reference. I propose a
realisational theory of morphology in the spirit of Anderson (1992) and Stump (forthcoming) in
which the shapes of verb forms are the expression of particular configurations of features at f-
structure involving tense, aspect, modality and subordination. For example I show that to-infinitives
like subjunctives and modal verbs are prototypical expressions of irrealis modality while a tensed
form in an Italian perception verb complement may be used to unambiguously express imperfective
aspect.

1.0 Introduction1

ÔFinitenessÕ is traditionally defined as a property which relates to verb forms such that a finite verb is
one that is Ôlimited by properties of person, number and tense.Õ Huddleston (1988:44). Huddleston,
however, goes on to make a distinction between verb level and clause level notions of finiteness, and
gives the following classification for English:

1. Clause class Form of verb
Tensed Tensed

Finite
Jussive2

Base
Infinitival

Non-finite
Participial Participle

Lyons on the other hand considers tense to be a sentential category: ÔIn any case, independently of
the way in which tense is expressed in languages of various morphological types, considered from a
semantic point of view, tense (in tensed languages) is always a sentential (or clausal) category.Ó
(1995:314).

From the perspective of English, non-finite verbal forms are assumed to be the infinitive, the gerund,
the participles, while finite forms are those which inflect for tense (walk vs. walked) and person
(walk vs. walks).  Of undetermined category are thus the modal verbs, which do not inflect for
person, and may not inflect for tense (see below) and the so-called subjunctive, which does not inflect
for person and whilst it has morphological tense, does not in fact have referential  tense.

2.0  The morphosyntactic correlates of finiteness

At this point, given the importance traditionally attached to finiteness of the terms tense and
agreement, it is perhaps worth examining these concepts in more detail, rather than assuming that
they are well-defined primitives of grammatical theory.

                                                
1 This paper is based on issues arising from my PhD Thesis (Barron 1999), however its development into this paper
is due in part to ESRC Research Grant No. R000238228.
2 Jussives are of two kinds, imperative and non-imperative (occurring in subordinate clauses):

a. Be careful     (Imperative jussive)
b. [It is essential ] (that) they be present.    (Non-imperative jussive)

Huddleston would therefore appear to argue that be in the above examples is a base form in a finite clause.  
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2.1  Finiteness as tense and agreement

Person and number agreement in English is only found on 3rd person singular present tense forms,
unlike languages like Italian with rich agreement morphology. Its contribution therefore to the
discussion of finiteness in English is often more covert than apparent. Any examination of tense
(e.g. Palmer 1986) reveals that at best the relationship between tense and time is indirect. Tense is
said to be the grammaticalization of time, or a deictic system which relates the time of a situation t o
the time of the utterance (Lyons 1995).  This is apparent in the contrast between the following:

2. a. Clio is walking to the station.
b. Clio was walking to the station.

(2a and b) are simple main clauses. The time of the event in (2a) is simultaneous or subsequent, and
in (2b) prior, to the time of utterance. The present/past tense distinction on the verb be reflects this
difference. In addition there is clearly person and number agreement on the verb. (3) illustrates that
the infinitive form,  walk, which does not express the tense contrast, has no relation to the time of
utterance.

3. a. Clio hopes to walk to the station.
b.  Clio hoped to walk to the station.

The infinitive form walk has no person or number agreement either. In addition the infinitive verb
form cannot be found as the sole verb in main clauses:

4. *Clio (to) walk to the station.

It is this kind of canonical relationship between tense and agreement which has lead to the analysis of
finiteness as described above and could be represented as follows:

5. a. [+ finite] =  [+ Tense] [+ AGR]
b.  [− finite] =  [− Tense] [− AGR]

2.1.1. The arguments against a binary distinction.
Evidence against a simple binary distinction between [+ finite] and [− finite] comes however from a
number of sources3:

2.1.1.1. Languages without agreement features
The existence of languages like Japanese which do not have agreement features (and in some analyses
have the verbal category aspect rather than tense),  but which nonetheless are claimed to have a
finite/non finite distinction. This casts doubt upon the requirement for [AGR] in any description of
finiteness.4

2.1.1.2.  Languages with agreeing Ônon-finiteÕ forms.
There are instances of so-called non finite forms, infinitives (Portuguese, Southern Italian), see
Raposo (1987) and Ledgeway (1998a);  gerunds and participles (Old Neopolitan) see Vincent (1997,
1998 and references therein) which inflect for person and number, and of infinitives which inflect for
tense  (eg. Latin portare vs. portavisse). These facts give us grounds for two further correlations:

6. [− finite]  = [−Tense] [+AGR]  (Portuguese)
[− finite] =  [+Tense] [−AGR]  (Latin)

                                                
3 See also Koptjevsakaja-Tamm (1994) for a discussion of the problem of defining finiteness.
4 Unless one assumes that AGR is covert in such languages.
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2.2  Finiteness as tense and modality

2.2.1.   The modal verbs of English
The relationship between the English modal verbs and tense is notoriously complicated. Quirk and
Greenbaum (1973), and all subsequent descriptions of English, note that modal verbs are excluded
from non-finite clauses and yet it appears that modal verbs (which may not have deictic tense) may
be found in clauses traditionally described as ÔfiniteÕ.  So could we speculate that there is a
relationship between finiteness and the presence/absence of modal verbs? The only modal verb which
clearly expresses a past/non past distinction is can/could. Nonetheless, could also clearly has non-
past uses (8), so is not unambiguously a past tense form:

7. I could speak French as a child, but since moving to England IÕve forgotten it  all.
8. I could go tomorrow, if you want.

In addition, consider (9a) which describes habitual action in the past versus (9b) which describes
potential/hypothentical action in the future.

9. a. I would go to the shops every Saturday when I was a teenager.
b. I would go to the shops every Saturday if I lived in Oxford Street.

The existence of morphological present/past pairs for the modal verbs will/would; can/could;
may/might; shall/should has little to do with a present/past temporal distinction as noted by Coates
(1983), Quirk et al (1985),5 Palmer (1986), Warner (1993), and  Bybee (1995). Lyons notes Òthe
grammatical categories of mood and tense are interdependent in all natural languages that have both
categories; and mood is more widespread than tense throughout the languages of the world.Ó
(1995:327) It is thus surprising, that except for a recent paper by Vincent, so little attention has
been paid to the relationship between finiteness and modality. Fleishman (1995:519) notes the
connection between imperfective aspect (particularly in the past tense) and irrealis modality due t o
the shared semantic feature of non-completion. Bybee (1995:505) notes that modal verbs Ôwhether
they express desire, obligation, necessity, intention or ability, have in common the semantic
property that they do not imply the completion of the action or event expressed by the infinitive
with which they occur.Õ  Traditional mood categories include indicative, subjunctive and imperative.

2.2.2.  The subjunctive
The ÔsubjunctiveÕ mood in English is realized by the use of the base form of the verb or the
morphological past tense6:
10.  If he came tomorrow, he could meet your sister.
11. The officer asked that the suspect be detained for questioning.

The use of morphological past tense in (10) clearly has nothing directly to do with past time, in the
same way that the use of the modal verb could in the same sentence has nothing to do with past
time, despite being a morphological past tense. The use of past tense as a secondary deictic device,
where the notion of distal time is extended to express subjective distancing from commitment to a
proposition is discussed in James (1982), Frawley (1992) and Lyons (1995).  The subjunctive then is
further evidence that there needs to be a division between morphological tense and referential or
primary deictic tense.   

                                                
5 Where they do appear to have a temporal distinction is in reported speech: (i) I will go tomorrow. (ii) She said she
would go tomorrow.  However, here the morphological form of would in (ii) is determined by said and is not
independent.
6 The absence of distinct specific verbal inflections to signal these modal meanings is often cited as evidence  that
English does not have a syntactic category of ÔsubjunctiveÕ mood. I shall therefore use the term ÔsubjunctiveÕ in
English to refer to the non-canonical use of base and past tense forms which carry the modal meaning.
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HuddlestonÕs schema in (1) does in part reflect this, by claiming that base forms of verbs may be
found in both finite and non-finite clauses. His position is that clauses with morphological tense and
those with base forms, when jussive (imperative or subjunctive) are finite. However, this does not
advance our understanding of what finiteness is. Palmer (1986:162) also makes the point that finite
and non-finite may not be discrete categories: ÔIt could be argued that there is no clear distinction
between finite and non-finite forms, rather a gradation of finiteness. If the declarative form is
considered to be the maximally finite formÉ., other forms can be considered to be less finite in
relation to the degree to which they do not mark the other categories (tense, aspect, number, gender,
person) that may be marked on declarative forms. The infinitive may well be maximally non-finite
(unless it marks tense), but the subjunctive, if it does not have full tense markingÉ.is less finite than
the declarative.Õ However, with respect to that status of the subjunctive in relation to subordinate
clauses, he concedes that it (the subjunctive) may be partially non-finite, but that it contrasts with
other non-finite forms in that it is clearly marked for the relevant category of mood (presumably by
this he means irrealis). He concludes that ÒNon-finiteness and mood are thus very different indicators
of subordination, and are not to be handled in a single parameter.Ó  However, it seems to me that
there are fairly good grounds for suggesting that the to-infinitive and the subjunctive encode precisely
the same type of irrealis modality.

2.2.3. To-infinitives and modality.
Frahzyngier (1995:476)  claims that complementizers constitute a part of the system of modality
markers, encoding deontic, epistemic and other types of modality. ÔThe absence of complementizers
in indicative main clauses in some languages is explained by the fact that such clauses are inherently
marked as conveying a speakerÕs belief in the truth of the proposition.Õ (1995:499)

2.2.3.1. The semantics of the to infinitive marker.
Several commentators have pointed out that the preposition to, which is polysemous in nature,
having both directional and recipient meanings (Croft 1990:166), has been reanalyzed as a
complementizer preceding the infinitive, (Noonan 1985:47-8), (Hopper and Traugott 1993:71, 181-
184), (Warner 1993:135-140). The origins of the Ôto infinitiveÕ were as a preposition (meaning
towards) plus nominalized verb.  This phenomenon is apparently common cross-linguistically, for
example French � < Latin ad. The allative-dative marker is associated semantically with notions of
ÔgoalsÕ and consequently it is used as a complementizer precisely with those verbs whose semantics
involve some form of ÔgoalÕ (Wierzbicka 1988), be it an intended or desired action, notably for
example with the verb want, where it can express the intended future action of the wanter or of some
other individual:

12. a. Clio wanted to go to the party
b. Clio wanted Leo to go to the party.

In (12a) and (12b) the action in the complement clause is understood to be subsequent to the action
of the matrix verb. Indeed, this is the conclusion of Van Valin & La Polla (1997:472) who analyse to
as a clause linker which appears whenever the condition [−temporal overlap]  is present between the
action in each part of the clause.

13. a. Leo persuaded Clio to leave the party
b. Leo saw Clio leave party.

In (13a) the action of leaving the party is subsequent to the act of persuasion and we find the to
infinitive as expected. In (13b) the action of leaving the party does not follow the act of seeing,
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hence the presence of ÔtoÕ would be unexpected and is not found.7

2.2.3.2.  The to-infinitive and the subjunctive
Evidence for the premise that to-infinitives and the subjunctive encode the same semantic element
comes from a number of sources, as outlined in what follows. The infinitive form is used in the
subordinate clause introduced by want type verbs in English both when the subject of the subordinate
clause is identical with the matrix and when it is different. However the subjunctive is not normally
permitted:

14. a. Leo wanted to leave the party.
b. Leo wanted Clio to leave the party
c. *Leo wanted that Clio leave the party.

In Italian, the infinitive is required when the subjects are identical, but the subjunctive is required
when they are different as noted previously:

15. a. Leo vuole partire (INF). (ÔLeo wants to leaveÕ)
b. Leo vuole che Clio parta (SUBJ) (ÔLeo wants that Clio leaveÕ)
c. *Leo vuole Clio partire (INF). (ÔLeo wants Clio to leaveÕ)

In Romanian  the subjunctive, introduced by the modal particle s≤ is required both when the subjects
are identical and when they are different:

16. a. Leo vrea s≤ plece (SUBJ) (ÔLeoi wants that hei goÕ)
b. Leo vrea c≤ Clio s≤ plece   (SUBJ)   (ÔLeo wants that Clio goÕ)
c.  *Leo vrea plecatj (INF) (ÔLeo wants to leaveÕ)

The different forms of the complement verb, subjunctive or infinitive, used in the subordinate clause
can be presented in tabular form for the different languages:

Same subject in comp Different subject in comp.
Romanian subjunctive subjunctive
Italian infinitive subjunctive
English to-infinitive to-infinitive
Table 1 Verbal forms of complements of want

It would seem implausible to argue that there is any meaning difference between the subjunctive and
infinitive forms. Both express some desired future action, which is necessarily irrealis. It might be
thought that the inflectional ending of the subjunctive would be useful to identify a different
subordinate subject in pro-drop languages, (such as Italian and Romanian), however the fact that the
subjunctive is also found in French, which is not pro-drop and would therefore be redundant as far as
identification in concerned, coupled with the fact that the Romanian subjunctive has syncretism of
3rd person singular and plural forms in the subjunctive, suggests that the subjunctive is required simply
to provide the same modal information as the infinitive.

17. a. El cite_te (he reads-3s).   El vrea s≤ citeasc≤ (SUBJ)  Ôhe wants to readÕ
b. Ei citesc  (they read-3pl). Ei vor s≤ citeasc≤ (SUBJ)   Ôthey want to readÕ

This may lead us to speculate upon an implicature to the effect that:

                                                
7  The fact that we do not find a to infinitive after make, e.g. (i) Leo made Clio leave the party, may be due to the
exceptional nature of this verb in that as noted by Mittwoch (1990:125) it appears to take small clause
complements, and of course is typically associated with complex predicate formation in other languages.
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18.     If a language has an infinitive form which is used to express the predicate of a subordinate
clause when the subject of that clause is different from the matrix clause subject, then the infinitive
form is preferred when the subject is identical.8

Vincent (1998) too speculates that the subjunctive is an intermediate category between the indicative
and the infinitive, citing the fact that in Romanian9 subjects can be extracted out of a subjunctive
clause introduced by seem or must:

19. a. Trebuia     c≤      studenÔii              s≤   plece
must-3SG   that  students.DEF.PL.  that  leave.SUBJ
ÔIt must be that the students have leftÕ

b. StudenÔii             trebuiau    s≤   plece
students.DEF.PL. must-3PL   that  leave.SUBJ
ÔThe students must have left.Õ

This behavior, among others, leads Vincent to the conclusion  that  Òfiniteness and mood are
different sub-parts of the same overall grammatical category.Ó

2.2.3.3.  Modals and infinitives
The link between modal forms and the infinitive can clearly  be seen in the following close
paraphrases, where we see that modal verbs and infinitive forms are associated with similar meanings:

20. a. He wondered whether to go. (infinitive)
b. He wondered whether he should go. (modal verb)

21. a. She agreed to sell the house (infinitive)
b. She agreed that the house could/should be sold  (modal verb)
c. She agreed that the house be sold (subjunctive)

2.2.4.  The imperative ÔmoodÕ.  
In (1) we saw that Huddleston claims that the imperative in English uses the base form of the verb t o
form a finite clause, however he nowhere defines what he means by finiteness. The closest he comes
is to say that apart from some odd exceptions (eg. Why bother?) all main clauses are finite, which in
the absence of other defining criteria, appears to equate finiteness with absence of subordination.
Matthews conversely defines finite verb as the following: ÔTraditionally a verb, e.g. in Latin or Greek,
inflected for person and number. Now more generally of any verb whose form is such that it can
stand in a simple declarative sentence.Õ (1997:129). For Matthews, it is the presence of the finite
verb which appears to define the finite clause.  For Huddleston the fact that an imperative is not a
subordinate clause makes it a finite clause, irrespective of the verb form. For Matthews the absence
of a finite verb form would certainly qualify it as a non-declarative clause,  though we do not know
whether it would therefore be non-finite.  Japanese for example uses Ônon-finiteÕ forms, gerunds, for
the imperative:

22. Kite        kudasai!  
Come-GER   please

Italian (Romance) on the other hand, uses the bare stem form to signal the singular imperative in the
positive (in most conjugations) and the second person plural present indicative form  to signal the
                                                
8 However the Romanian data, along with that provided by other languages which do not use infinitive
constructions in these instances but which nonetheless have an infinitive, illustrate that this is a tendency rather than
a universal.
9 The data is from Rivero (1989).
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plural imperative.

23. Vieni qua (SG) Venite qua (PLURAL).  
ÔCome hereÕ

But we note that the infinitive form is found with the negative 2nd person singular (non venire) and
with more formal commands:

24. a. Accendere i fari i galleria   (Switch on headlights in tunnel)
b. Spegnere il motore in caso di sosta.   (Switch off engines when stationary)

Romanian follows approximately the same pattern as Italian, with the 2nd person singular negative
form being the infinitive, without the infinitive marker a, with the 2nd singular positive equivalent t o
the 2nd or 3rd person indicative:

25. a.    Vorbe_te! (Speak.2SG)  VorbiÔi! (Speak.2PL) ÔSpeak!Õ
b. Nu vorbi! (Neg speak.INF)     Nu vorbiÔi (Neg speak.2PL)  ÔDonÕt speak!Õ

However, Romanian also employs the strategy of the subjunctive marker s≤ to issue commands10 (in
the same way as French Que tu tÕen ailles! ÔThat you would go awayÕ).

26. S≤ nu pleci  (SUBJ not leave-2SG.IND)   ÔDonÕt leaveÕ.

Thus if imperative is indeed a mood, then it also closely associated with both ÔfiniteÕ and Ônon-finiteÕ
verbal forms. The imperative is thus a good example of the difficulty of determining clausal
finiteness by reference to verbal morphology.

2.2.5. Summary
The claim was made above that the to-infinitive in English could be associated with irrealis modality,
be it volitional or epistemic.
The conflict between semantic and syntactic definitions of the concept of tense/finiteness was
recognized by McCawley (1988:228): ÒThis distinction between finite and non-finite Ss [sentences -
JB] is independent of the distinction between semantically tensed and semantically tenseless SsÉall
four combinations of deep and surface tensed and tenseless are attested.Ó  He gives the following
examples in Table 2:  

The underlined elements are the Ss in question. McCawley notes that the combination Òsurface
tensed, deep tenselessÓ does not occur in English, however it is found in languages such as Japanese.
The construction koto ga dekiru (Ôis a thing X is able to doÕ) demands the plain tensed form of the
verb, here hiku Ôto playÕ, in its complement. However no tense opposition is permitted in the
complement, hence the past form hiita is not allowed. Thus, just as the English counterpart Ôplay the
pianoÕ, the structure is taken to be semantically or ÔdeepÕ tenseless. McCawleyÕs term Ôdeep
tenselessÕ may correlate therefore with a semantic category of non-finite, while Ôdeep tensedÕ may
correlate with a semantic category of finite. Again these are sentential properties, while Ôsurface
tensed and tenselessÕ are syntactic categories related to the verb and the clause.

DEEP TENSED DEEP TENSELESS

SURFACE TENSED John said that he was tired John wa piano o hiku koto ga
dekiru
John TOP piano ACC play-PRES thing
NOM can do-PRES

                                                
10 However unlike French the verb following s≤  is in the indicative rather than the subjunctive
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ÔJohn can play the pianoÕ
SURFACE TENSELESS We believe John to have

stolen the money
John can play the piano

Table 2    Deep and surface tensed/tenseless complements

3.0.   Other Ônon-finiteÕ forms.

An example of the use of the English Ônon-finiteÕ forms of the bare infinitive and the ing participle
is found in the complementation of the perception predicate see.

3.1.   English perception verb complements

3.1.1. Infinitival Perception Verb Complements
A verb of direct perception may take a complement with a verb in the base form:

27. Leo saw his friend get off the train

I shall label this type the Infinitival Perception Verb Complement (IPVC). The following constraints
apply to this type (Mittwoch (1990); Dik and Hengeveld (1991); Guasti (1993) and Felser (1998))

(i) The event in the complement is simultaneous with the perception event.11 Hence the
incongruity of an independent time reference in each clause:

28. a.  *Today Leo saw his friend get off the train yesterday12.
b. * Leo saw his friend have got off the train.

From the fact that there can be no independent time reference in the complement clause it is
assumed that there is no TENSE operator in the complement.

(ii)  The event in the complement is generally required to be physically perceivable:

29. *Leo saw his friend miss his evening class.

As the whole event is the object of perception, it is not necessarily the case that the subject of the
IPVC be perceivable, as is evident in the following examples adapted from Declerck (1982:12):

30. a. The children watched Tom move the puppets
b. We heard the farmer kill the pig.

In (30a) the children would not normally see Tom, and in (30b) the farmer himself would not
normally be heard, unless he was grunting with the effort of his actions.

(iii)   As a result of the restriction in (i), it is not possible to independently negate the complement
clause, given that it is normally not possible to see an event not taking place:

                                                
11 Felser (1998:361) labels this requirement as the Simultaneity Condition formulated as tevent ≥ tevent* (that is, the
time interval taken up by the event described by a Perception Verb Complement includes the time interval taken up
by the matrix event.)
12 I admit that there may be some scenarios where the two events need not be simultaneous, for example:
(i) At 10.00 am the police saw the suspect enter the building at 6.00 am (on the security guardÕs video tape)
however as Mittwoch (1990) points out it is still the case that the time of perceiving the event is simultaneous with
the perceptibility of the event, even if the perception is indirect.
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31. a. Leo didnÕt see his friend get off the train.
b. ?*Leo saw his friend not get off the train

It might appear that this constraint is contravened in such cases as (32):

32. Leo saw Clio not walk, but stumble across the room.

However, the interpretation of this sentence has to be that an event was seen, but that that event was
of one kind rather than of another kind, not that there was an event which was not seen.

(iv)  Again, as a result of (i) the complement clause cannot be a stative verb. Hence the
ungrammaticality of the following:

33. a. *The hostess saw Leo own a new tuxedo.
b. *Leo saw Clio resemble her mother.

Complement clauses containing normally stative verbs would require an event or temporary state
reading13 as in:

34. a. Clio saw the hostess smile (  ≠ Clio saw the smiling hostess)
b. The teacher saw the children sit on the grass  (= perform the action of sitting)

This last restriction, and indeed the first restriction, are presumably related to the underlying
temporal structure of the IPVC complement with a bare infinitive. It has been observed that the bare
infinitival complement is indicative of a perfective aspect or bounded state of affairs (Comrie
(1976); Kirsner and Thompson (1976); Barwise and Perry (1983); Dik and Hengeveld (1991); Guasti
(1993)). It is understood that the action in the embedded predicate is complete, hence the oddity of
the following extension to (27):

35. ?Leo saw his friend get off the train, but he didnÕt see him leave the train.

The intuition is that the perceiver sees an event including its completion to a resultant state.  The
perfective aspect of the complement can be seen quite clearly if we try and apply a synonym of the
inceptive use of see:

36. a. *Leo caught sight of his friend leave the train
b. Leo caught sight of his friend leaving the train

The ungrammaticality of (36a) contrasts sharply with the grammaticality of (36b) which is of the
Participial Perception Verb Complement (PPVC) type.  Clearly it is not possible to catch sight of an
event which is completed. In other words the logical structure of the IPVC contains an aspectual
operator specified for perfect aspect.

Many of these constraints are linked to the absence of the to infinitive marker in the complement.
The impossibility of any notion of futurity or volition in the complement, which must be
simultaneous,  precludes the presence of to. Perception verbs differ from causation verbs in this
respect. This rules out any use of to which might be related to intention, volition or purpose.

                                                
13 Dowty (1979:177-86) makes a distinction between two types of stative verbs, those that range over objects and
entities, like know  (individual-level predicates) and those that range over stages, like lie (stage-level predicates).
The examples in (38) refer here to the first of these types, the coerced examples in (39) refer to the second. Carlson
(1980) and  Felser (1998) note that it is a requirement for the IPVC to have a stage-level predicate in the
complement, not an individual-level predicate.
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3.1.2.   The Participial Perception Verb Complement
The use of the ing participle in complementation is exemplified in the following PPVC.14, 15

37. Leo saw his friend getting off the train.

The relationship between the ing form of the verb and the simultaneity of the action is discussed by
Wierzbicka (1988:60) who concludes that the formal similarity between the present participle form
and the gerund is not coincidental in that both indicate simultaneity of time. Specifically she claims
that gerundive complements imply sameness of time Òwhenever they combine with temporal
semantic types such as actions, processes and states; when, however they combine with atemporal
semantic types such as facts and possibilities they are free of the Ôsameness of timeÕ constraint,
because under those circumstances, time is irrelevant.Ó (1988:69). The same point is made by Stowell
(1982:563): Òthe understood tense of the gerund is completely malleable to the semantics of the
governing verb.Ó
3.1.2.1.  Properties of the  PPVC
The constraints (i) to (v) above which relate to the IPVC construction all equally apply to the PPVC
type. The PPVC type presupposes simultaneity with the event of the main clause. The action of the
seeing and the action of getting off the train are co-extensive. In addition as seen above, it is possible
to use catch sight of with the ing complement as it specifies an action in process, rather than a
completed action.

The difference between the two types is to do with an ongoing ÔprogressiveÕ aspect  internal to the
perceived event. In (27) it is understood that the perceiver perceives the completion of an event, in
(38) it is understood that the perceiver perceives an event in progress but not necessarily its
completion. This is evident from the possibility of the continuation in the following example where
the view may have been obscured, or his friend may have changed his mind and reboarded the train:

38. Leo saw his friend getting off the train, but didnÕt see him leave the train.

The PPVC will have the same structure as the IPVC except that the value for aspect is  specified as
progressive. The IPVC and the PPVC are thus nearly identical in semantic properties. Neither of them
have a tense operator, but they differ in the type of aspectual operator present. The fact that they
are of the same syntactic type means they may be conjoined as in:

39. Leo saw his friend get off the train and the guard waving the flag.

3.1.3.   Summary
We have been examining finiteness in terms of a number of factors:
•  Syntactic categories of tense and agreement were seen to have little correlation with finite vs.
non-finite clauses.
•  We have seen that ÔfiniteÕ and Ônon-finiteÕ forms can occur in both main and subordinate clauses.
•  We have seen that certain Ônon-finiteÕ forms (the to-infinitive, the English modals  and the
subjunctive) are associated with irrealis modality while the bare infinitive and the ing participle are
associated with factive or realis complements.

                                                
14 I intentionally avoid using such traditional labels as the present or progressive participle in the light of the
following analysis.
15 There are at least three types of PPVC. This claim was first made by Declerck 1982, and subsequently adopted by
Felser (1998) and noted by Gisborne (1996), but appears to have been largely ignored or unnoticed by other
commentators, notably Guasti (1993) and Dik and Hengeveld (1993).  We shall however consider only one type
here.
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We now turn to an examination of constructions equivalent to the perception complements in
Italian to further inform our goal of examining the morphological realization of syntactic and
semantic categories.

3.2.  Perception complements in Italian

We shall examine two different perception verb complements in Italian, the so-called Accusativus
cum infinitivo (AcI), and the Ôpseudo-relative.Õ

3.2.1.  The AcI construction
The AcI construction in Italian is very similar to the IPVC construction in English.

40. Leo ha     visto     il   cameriere rovesciare    la    bottiglia.
 L.    PERF PRES 3S  see-PP  the waiter  knock over-INF the  bottle
ÔLeo saw the waiter knock/knocking the bottle over.Õ

In (40) the perception verb complement is in infinitive form. However, the event seen by the
perceiver is neutral with respect to imperfect versus perfect aspect. This is exemplified by Guasti
(1993:150) who points out that while (41) contains an apparent contradiction in that English
perception verb complements with bare infinitive are understood to be perfective, the Italian
example (42) is not contradictory as it can be interpreted as semantically equivalent to the English
PPVC which has imperfective aspect.

41. ? I saw John cross the street, but not reach the other side.
42.  Ho  visto   Gianni  attraversare la strada,   ma non raggiungere lÕaltro     lato.

I saw G.        cross-INF      the street, but not  reach- INF      the other side

The lack of a distinction in Italian between  perfect and imperfect aspect is of course also reflected in
the simple present finite form of verbs, where English uses a distinct form to express imperfect
aspect while Italian is neutral with respect to the distinction, viz. (43). This suggests that the
semantic structure of the AcI differs from English in that there is no aspect operator in the
complement.

43. Gianni attraversa la strada
G.        cross-PRES-3S  the street
ÔGianni crosses/is crossing the street.Õ

Nonetheless as Strudsholm (1996:66) shows, the infinitive is dispreferred over the pseudorelative
construction discussed in the next section, when the duration of the action is specifically in focus.
Taking these factors together we might propose that the logical  structure of the AcI is rather like
the IPVC/PPVC without an aspect or tense operator in the complement:

3.2.2.    The pseudorelative
The second construction under consideration is known as the pseudo-relative (see Radford 1977;
Burzio 1986; Guasti 1993; Cinque 1995 and for a recent survey Strudsholm 1996). This construction
is illustrated in the following sentence.

44. Leo ha visto Clio che mangiava   la pizza
Leo have-PRES.3SG see-PP Clio  that eat-PAST.IMPERF.3SG. the pizza
ÔLeo saw Clio eating the pizzaÕ

As the translation implies, the pseudorelative is apparent equivalent to (one of) the PPVC
constructions in English. The pseudorelative has the appearance of a straightforward relative clause,
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however it differs from both the restrictive and non-restrictive relative clauses in the following ways.
For detailed exemplification see Barron (1999):

•  In a pseudorelative, the initial NP may be a proper noun, as in (44) above. In a restrictive
relative clause, only a common noun is permitted.

•  The initial NP in a pseudorelative may only relate to the subject of the embedded predicate,
whereas in a restrictive relative clause the initial NP may correspond to either the subject or the
object.

•  The initial NP in a pseudorelative may be expressed by a clitic pronoun on the matrix verb,
whereas this is not possible in a relative clause.16

•  The complementizer che may be substituted by il/la quale  in a normal relative clause (restrictive
or non-restrictive), however this is not possible in the pseudo-relative:17

 These restrictions appear to illustrate that the pseudorelative is a different type of construction from
the relative clause. There are in addition other semantic constraints which as expected are identical
to those of the English IPVC and PPVC constructions and the Italian AcI:
 
•  The pseudorelative may only predicate an event, hence stative verbs are disallowed.
•  As expected, negation may not occur in the pseudorelative for the reason that it is not possible

to see an event not taking place.
•  The verb in the pseudorelative may appear to be tensed, but as with other PVC types, it may not

have its own referential tense. In fact if the main perception verb is the in present tense, then
the verb of the pseudorelative is in the present tense; if the main clause is in the past, then the
verb of the pseudorelative is in the imperfect tense.18

These facts illustrate two things: firstly, that the action perceived must be simultaneous with the act
of perception; and secondly, that the action perceived is not a complete action but is aspectually
incomplete. Semantically then, the pseudorelative corresponds most directly to an English PPVC.19

The key properties of the pseudorelative complement appear to be imperfectivity of an event
described by the complement;  lack of referential tense; visibility of the participant who is the logical
subject of the complement clause;  the possibility of representing this participant as an object clitic
pronoun on the matrix perception predicate contrasting with the status of the whole complement as
a constituent. This particular set of criteria suggest to me that we are again dealing with a structure in
which the pseudorelative appears to function as a constituent as it has the structure of a complex
NP.20 21

                                                
16 Note that this restriction is essentially the same as the restriction on the postmodification of pronouns in English:
(i) *Leo hated her who was pouring the wine, and applies similarly to perception verb complements: (ii) *Leo saw
her who was pouring the wine.
 17 It is of particular interest, as noted by Strudsholm (1996:57),  that in Romanian the equivalent to the pseudo-
relative is introduced by the complementizer c≤  which is never used to introduce relative clauses.
18 It is beyond the scope of this work to enter into a long analysis of the relationship between tense and aspect in
Italian, however I follow the line that there is a close association between the -va imperfect tense forms and
imperfect (or progressive) aspect. See for example Bertinetto (1996:119) for a detailed analysis.
19 It is interesting to speculate why Italian does not make use of a gerund or participle to express tenseless imperfect
aspect in the embedded clause rather than the rather elaborate mechanism of the pseudorelative. As noted by Noonan
(1985:64) and  Strudsholm (1996:53-58) some other Romance languages make far greater use than Italian of the
gerund or present participle as alternatives to the pseudorelative.
20 Guasti (1993:146) dismisses the complex NP analysis suggested by both Kayne and Burzio, by claiming that it
is not possible to modify the pseudorelative with an appositive relative clause. She claims for example that (i)
(which is a normal relative clause) is fine, but that (ii) is not. (i) Ugo, che qui tutti conoscono, � partito senza dir
nulla. ÔUgo, whom everybody here knows, left without saying anything.Õ (ii) *Ho visto Maria che usciva dal
cinema, che tu conosci bene. ÔI have seen Maria coming out of the cinema, whom you know well.Õ   It appears to
me, however, that this is not a particularly convincing example. In (ii) it is not the head noun of the complex NP,
Maria,  which is being postmodified whereas it is in (i) (Ugo). Also, the placing of the relative clause che tu
conosci bene could also relate to the noun cinema. Interestingly, Strudsholm seems to draw the opposite conclusion
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3.2.3.   The pseudorelative and finiteness
We have noticed that the only functional operator present in the semantic structure of the
pseudorelative complement is that of aspect and have suggested that the imperfect form is used t o
unambiguously indicate  progressive aspect. The imperfect form does superficially appear to carry
both tense and agreement information. However recalling the discussion of finiteness in ¤2.2.5. I
would like to suggest that the logical combination of deep tenseless/surface tensed found in some
languages, is found in Italian in the pseudorelative construction.  In other words that the pseudo-
relative appears to have both tense and agreement features, i.e. is [+TENSE] [+ AGR] but it
nonetheless semantically non finite. This, then, would be the strongest case against the argument
that finiteness is to do with a positive specification of tense and agreement features. For if [− finite]
can =  [+TENSE] [+ AGR] also, then there can be no correlation between these categories and
finiteness.

4.0    The morphological realization of syntactic and semantic features.

At this point we might want to speculate that finiteness is both a semantic property to do with time,
in the temporal anchoring of events, and that it is also to do with reality, in that in order for events
to have a temporal anchoring, they must be real events. This approach allies finiteness with
properties like definiteness. This observation has been made by Lyons (1995:317) ÒStandard
definitions of tense usually fail to make explicit the fact that the reference of natural language
tensesÉis characteristically definite, rather than indefinite.Ó Tense then is a syntactic category
which is the grammaticalization of time.

The relationship between semantic finiteness, syntactic tense and morphological verb forms depends
the interaction of two parameters, subordination and realis/irrealis modality. In other words, the
canonical realization of the verb in a realis main clause in English will be with a tensed verb form,
whereas the canonical realization of the verb in an irrealis subordinate clause will be with a to-
infinitive verb form. However, there are many cross-cutting and intermediate categories, such that a
modal verb expressing irrealis modality may appear in a main clause. This idea can be expressed in
Table 3 where the two axes are realis/irrealis and  main clause/subordinate clause.

Realis          Irrealis
 Main Clause Tensed verbs Modal verbs

Subjunctives
Base forms

Subordinate Clause Bare infinitives
 /participles

To-infinitives

Table 3   Cross-cutting parameters involved in the morphology of verb forms.

The key question is how do we account for the morphological realization of this disparate set of
properties.

4.1. Morphology as the spell out of f-structures.

Morphological words are understood here to be the spell-out of f-structures. The implications of this
approach are the following:

                                                                                                                                                            
to Guasti citing (iii) as grammatical: (iii) Ho visto Maria, che di solito sta sempre a casa, che usciva dal cinema. ÔI
saw Maria, who is usually always at home, coming out of the cinema.Õ
21 In Barron (1999) I argue for two different constructions, however I shall restrict myself to describing the most
common here.
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•  Morphological forms (in languages like English/Italian ) do not provide us with sufficient
information to build f-structures, for example the infinitive cannot tell you whether it is active
or passive, outside of a syntactic context. They provide us with a partial lexical semantics.

•  Formal features such as VPART  PAST PARTICIPLE or VCOMP TO+  are not part of f-structures which is
where semantically interpretable properties are given. (see Spencer and Sadler (1999) etc.), they
are part of morphological structure.

4.1.1.  The semantics of the clause
Barron (1999) partially adopts an approach to clause structure developed by Valin and LaPolla
(1997) and develops it within an LFG framework. There is not space to explain VV&LPÕs approach
in any detail, however of particular interest here is the insight that operators such as, ASPECT and
NEGATION have scope over different levels of the clause, such that TENSE is a clause-level operator,
while aspect has scope over the predicate.22 In examining complementation it is important t o
recognize in a clause with two predicates we may have two aspectual operators but only one tense
operator. This is apparent in perception verb complements such as (45). The f-structure for which is
given in (46).

45. Leo has seen his friend getting off the train.

46.    PRED   Ô see <  −, − >Õ
SUBJ ÔLeoÕ
TENSE PRES
ASP PERF
COMP PRED  Ôget off < −, −>Õ

SUBJ  Ôhis friendÕ
OBJ    Ôthe trainÕ
ASP    PROG

Note that the f-structure contains no information about the morphological form of the element
which will realize the particular syntactic configuration. F-structure attribute value matrices,
particularly their internal structure, are realized in different ways by different languages. The
potential realization of an f-structure is a form from the paradigm of forms supplied by the
morphology.

4.1.2.  F-structures and paradigms in English
Table 5 gives an example set of paradigms of English verb forms. Each verb form has a base form
which I have called the default form (the infinitive in English) and a number of other forms, to which
I have assigned arbitrary names (the top row). The bottom row (in italics) gives the typical f-
structure feature values which provide the context for these forms.

DEFAULT ING FORM - S FORM AM FORM WENT
FORM

WAS FORM -ED FORM

cross crossing crosses crossed crossed
eat eating eats ate eaten
go going goes went gone
be being is am were was been

ASP PROG TENSE PRES
MOD REALIS
PERS  3RD

NUM   SG

TENSE PRES
PERS  1ST

NUM   SG
MOD  REAL

TENSE
PAST

TENSE PAST
MOD REALIS
PERS  3RD

NUM   SG

ASP  PERF

Table 5. Paradigm of some English verb forms.
                                                
22 In VV&LPÕs terms ASPECT is a nuclear-level operator.
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Mappings between f-structures and verb forms are of the type:

47.  f  [ASP PROGRESSIVE] à   VFORM  ING

As the paradigm lists many forms, choice is restricted to that which matches most closely the set of
f-
structure features, i.e. this is an approach which lends itself to an optimality theory type of
resolution.

48.  TENSE PRES
 MODALITY REALIS à  some paradigmatic value

 f  ASPECT PROG
   NUM   SG

 PERS 3

Thus for (48) the requirements of aspect are such that it is best expressed by the ing form, while
tense (in English) requires expression by a separate tense form of the verb be, hence here is is the
appropriately matching form.

So that for example when in a perception verb complement we have an embedded complement which
has no tense, but has progressive aspect the ing form in sufficient.
On the other hand, when the complement has perfect aspect, the default form is found as there is no
more highly specified form.

49. TENSE É.
MOOD REALIS

     :    : ASP  PERF   à  COMP VFORM = DEFAULT form (cross)
PRED  ÔcrossÕ

With an irrealis mood in the matrix f-structure, e.g. with a volition or epistemic predicate as in ÔLeo
wants to cross the roadÕ, the mapping is:

50. TENSE É.
MOOD IRREALIS

     :    : PRED  ÔcrossÕ    à  COMP VFORM = to + DEFAULT form  (to cross)

In addition, the morphology allows us to handle the combination of deep tensed, surface tenseless:
as in ÔI believe John to have crossed the road.Õ

51. TENSE PRES
MOOD IRREALIS

     : TENSE  PRES
    : ASP  PERF à  COMP VFORM = TO +HAVE+ ED form  (to have crossed)    

PRED  ÔcrossÕ

4.1.3 F-structures and paradigms in Italian
The situation in Italian is similar, except that the paradigms have a larger set of forms as we can see
in Table 6 which is part of the paradigm of traversare Ôto crossÕ. Certain forms of the paradigm are
associated invariantly with f-structure person and number values, but the other f-structure properties
such as tense and mood only typically interact with each form.  (52) is a possible f-structure.
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52.   PRED ÔcrossÕ
f  TENSE PRES

 MODALITY REALIS à   some paradigmatic value of traversare (= traversa)
   ASPECT PROG
   NUM   SG

 PERS 3

Its formal realisation will be taken from the paradigm of forms for traversare:

PERSON
NUMBER ↓

FORM 1 FORM 2 FORM 3 DEFAULT

1st sing traverso traversai traversavo traversare
2nd sing traversi traversasti traversavi
3rd sing traversa travers� traversava
1st plural traversiamo traversammo traversavamo
2nd plural traversate traversaste traversavate
3rd plural traversano traversarono traversavano
F-STRUCTURE
VALUES

TENSE PRES
MOD REALIS
ASP PROG

TENSE PAST
MOD REALIS

TENSE PAST
MOD REALIS
ASP PROG

Table 6. Partial paradigm of traversare Ôto crossÕ.

If we return to our perception verb complements, we can see that the default form is found in those
complements where there is no tense or aspect specified in the complement:

53. PRED     see <  −, − >
TENSE
(ASP) à COMP VFORM = DEFAULT
COMP    [PRED  Ôtraversare < −, −>Õ ]

The interesting thing is what happens when progressive aspect of the complement has to be
expressed. The forms which are associated with progressive aspect are those forms which we have
called FORM 1 and FORM 3. However these are also associated with TENSE and PERSON and NUMBER
features. In order to use an appropriate form without clashing features, the person and number
features are provided by the RELADJ subject, while the tense form appropriate to the matrix tense
form is used. (55) is the f-structure given above for (54).

54. Leo ha visto Clio che mangiava   la pizza
Leo have-PRES.3SG see-PP Clio  that eat-PAST.IMPERF.3SG. the pizza
ÔLeo saw Clio eating the pizzaÕ

55. PRED  Ôvedere <−, − >Õ
SUBJ [ÔLeoÕ]
TENSE PAST
OBJ SUBJa       [ÔClioÕ]

RELADJ      PRED  Ômangiare <−,−>Õ
           ASP      PROG                 à RELADJ VFORM = che + FORM 3
  SUBJa

OBJ [Ôla pizzaÕ]

5.0. Summary
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I have argued here that finiteness may be a semantic property to do with definite referential time, but
that it is not a morphosyntactic feature. Rather the particular combinations of tense, modality and
aspect in matrix and embedded f-structures make use of parts of the morphological paradigm to
realize their properties.
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     1 Kaqchikel is a Mayan language spoken by about half a million people in Guatemala.  This
paper reports on the dialect of Patzicía as spoken by Alberto Esquit Choy. The paper largely uses
the conventions of the national orthography, in which <x> = a voiceless alveopalatal sibilant
(English sh), <tz> = a voiceless dental affricate , <ä> = schwa, <q> is a uvular stop and
apostrophe = glottal stop (following a vowel) or glottalization (following a consonant).
Kaqchikel dialects differ in the number of phonemic vowels. Although the national orthography
represents ten distinct vowels, the Patzicía dialect has six (a, ä, e, i, o, u) and I write only those
vowels here.

Glosses use the following abbreviations: abs = absolutive, af = actor focus, cl = personal
classifier (markers of the age and sex of human referents), com = completive aspect, erg =
ergative, inc = incompletive aspect, p = plural, pass = passive, s = singular. The tableaux use the
following additional abbreviations: def = definite, indef = indefinite, neg = negative, non-su =
non-subject, obv =obviative, prox = proximate, psor = possessor, psum = possessum, subj =
subject.

I thank Judith Aissen, David Mora Marín, and Timothy Smith for their suggestions on the
analysis of Kaqchikel.  Special thanks to Alberto Esquit Choy, who not only provided all the
Kaqchikel data, but also contributed cogent suggestions for this analysis.
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1 Introduction1

Most Kaqchikel sentences show the possibility of two word orders; one in which the
subject is initial, and another in which the verb is initial:
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1) X-u-b’a ri    tz’i’ ri me’s.
com-3sErg-bite the dog the cat

‘The dog bit the cat.’

2) Ri tz’i’ x-u-b’a  ri me’s.
the dog com-3sErg-bite the cat

‘The dog bit the cat.’

The claim of this paper is that SVO order is a signal of markedness in Kaqchikel, and that this
descriptive generalization can be captured in a theoretical framework that represents markedness
through optimality theory (Aissen 1999).

2 Unmarked orders

The unmarked order for a Kaqchikel sentence is verb-initial, but the ordering principles
for the noun phrases that follow are somewhat surprising. If a transitive verb is followed by two
NPs with equal degrees of definiteness, then either order is grammatical and the sentence is
ambiguous.

3) X-r-oqotaj ri tz’i’ ri me’s.
com-3sErg-chase the dog the cat

‘The dog chased the cat.’
‘The cat chased the dog.’

4) X-r-oqotaj ri me’s ri    tz’i’ .
com-3sErg-chase the cat the dog

‘The dog chased the cat.’
‘The cat chased the dog.’

If one of the NPs is definite and the other is indefinite, then a.) the definite NP must follow the
indefinite (a strong preference) and b.) the definite is interpreted as the subject (an inviolable
rule).
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5) X-r-oqotaj jun me’s ri tz’i’.
com-3sErg-chase a    cat the dog

‘The dog chased a cat.’ 1:68
* ‘A cat chased the dog.’

6) ?*X-r-oqotaj ri tz’i’ jun me’s.
   com-3sErg-chase the dog a    cat

There is also a clear but violable preference for proper nouns to follow common nouns:

7) X-u-loq’ ri wä’y Maria.
com-3sErg-buy the tortilla Maria

‘Maria bought the tortillas.’

? X-u-loq’ Maria  ri wä’y.
com-3sErg-buy Maria the tortilla

If two proper nouns follow the verb, the sentence is ambiguous:

8) X-r-oqotaj ri   xta Maria ri a Juan
com-3sErg-chase the cl   Maria the cl Juan

‘Maria chased Juan.’
‘Juan chased Maria.’

The focus of this paper, however, is not the principles that determine order in verb-initial
sentences, but the alternation between V-initial and SVO.

3 Obligatory SVO order

There are two contexts in which SVO order is obligatory: 1) with indefinite subjects, and
2) when the possessor of the subject is antecedent to a following pronoun.

It is important to qualify this claim, however, so that it applies only to subjects of
transitive clauses with 3rd person objects.  Subject-initial order in these cases is not obligatory for
intransitive clauses, or for transitive clauses with 1st or 2nd person objects.

3.1 Indefinite subjects
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antipassive. However, Smith-Stark (1978), Aissen (1999) and others have shown that this is not
an appropriate analysis in many Mayan languages.  Therefore I follow Aissen (1999) in calling
this morphology ‘actor focus’
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Indefinite subjects of transitive verbs cannot be postverbal.

9) X-u-b’a jun tz’i’ ri    a    Juan.
com-3sErg-bite a     dog the cl Juan

*‘A dog bit John’/ T‘John bit a dog.’

Instead, they must appear in preverbal position.  When they do, they trigger ACTOR FOCUS

morphology on the verb.2

10) Jun tz’i’ x-b’a’-o ri a Juan.
a     dog    com-bite-AF the cl Juan

‘A dog bit Juan.’

11) *? Jun tz’i’ x-u-b’a’  ri a Juan.
    a     dog com-3sErg-bite the cl Juan

(11) is ungrammatical because the actor focus morpheme has not been used.
However, this restriction on indefinite subjects only holds for transitive clauses with third

person objects.  If the clause is intransitive or transitive with a local object, then a postverbal
indefinite subject is grammatical.

12) Ni-b’a’on jun tz’i’.
inc-bark a    dog

‘A dog is barking.’

13) X-i-ru-b’a’   jun tz’i’ (rin).
com-1sAbs-3sErg-bite  a     dog   (me)

‘A dog bit me.’

Preverbal subjects are also possible in this situation.  When the clause is transitive, fronting the
subject results in actor focus morphology.



Broadwell -- Kaqchikel word order
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wife.’ or ‘Manuel’si wife is looking for himj.’ or ‘S/he (e.g. his mother/father) is looking for a
wife for Manuel.’
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14) Jun tz’i’ ni-b’a’on.
a    dog con-bark

‘A dog is barking.’

15) Jun tz’i’ x-i-b’a’-o    (rin).
a     dog     com-1sAbs-bite-AF   (me)

‘A dog bit me.’

3.2 Possessor antecedents

If the possessor of a transitive subject is the antecedent of some following pronoun, then
it cannot appear postverbally.

16) N-u-kanoj       r-ixjayil   a Manuel  rija’.
    con-3sErg-look:for 3sErg-wife cl Manuel s/he

*’Manuel’si wife is looking for himi.’
3

But the same sentence is grammatical if the subject is preverbal:

17) R-ixjayil     a Manuel n-u-kanoj rija’.
3sErg-wife cl Manuel inc-3sErg-look:for s/he

‘Manuel’si wife is looking for himi, j.’

These two rather disparate conditions – indefinite transitive subjects and transitive subjects
whose possessors are antecedents of a following pronoun both induce a shift from V-initial to
SVO order.  In the following sections, I will outline an approach under which this effect can be
captured.

4 S and IP in Kaqchikel

I will assume that the verb-initial and SVO orders in Kaqchikel correspond to syntactic
structures like the ones shown in figures (1) and (2).  (1) shows a flat, non-endocentric S, while
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contexts.  
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Figure 1 Non-endocentric
structure

Figure 2 Endocentric clause
structure

(2) shows a phrase headed by Infl.

The difference between these two structures is supported by data from adverb placement.
For the verb-initial structure, a temporal adverb like iwir ‘yesterday’ may appear at the

beginning or end of the S, but not in other places:4
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18) Iwir x-r-oqotaj ri tz’i’ ri me’s. TAdv V S O
yesterday com-3sErg-chase the dog the cat

‘Yesterday the dog chased the cat.’5

*X-r-oqotaj iwir ri tz’i’ ri me’s. *V Adv S O
*X-r-oqotaj ri tz’i’ iwir ri me’s. *V S Adv O
?X-r-oqotaj ri tz’i’ ri me’s iwir ?V S O Adv

However, possibilities for adverb placement are notably different in the SVO order:

19) Iwir ri tz’i’ x-r-oqotaj ri me’s. TAdv S V O
yesterday the dog   com-3sErg-chase the cat

TRi tz’i’ iwir x-r-oqotaj ri me’s. TS Adv V O
TRi tz’i’ x-r-oqotaj iwir ri me’s. TS V Adv O
? Ri tz’i’ x-r-oqotaj ri me’s iwir. ? S V O Adv

We can account for the distribution of temporal adverbs with the following statement:

20) Adverb placement

Temporal adverbs are (left-)adjoined to S or an extended projection of S.

Thus Kaqchikel has two options for the syntactic structure of a clause: it may project a minimal,
non-endocentric S or a more elaborated, endocentric IP.  Since the IP involves more structure, it
is the more marked of the two.

5 Towards an explanation

We can understand the obligatory nature of SVO order in these two cases by appealing to
notions of markedness, following work by Aissen (1999), Donahue (1999), Lee (2000) and
others.

5.1 Indefinite subjects

In the case of indefinite subjects, we would like to posit a constraint which penalizes
indefinite subjects.  However, recall that SVO is only obligatory for subjects of transitive clauses
with third person objects.  So a constraint like *Subj/Indef is too broad.  One possible move is to
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span contains three third person nominals, one will be proximate and the other two will be
obviatives.
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conjoin *Subj/Indef and *Obj/3.  However, the problem with this solution is that *Subj/Indef &
*Obj/3 will need to dominate *Subj/Indef & *Obj/Local in order for this to work.  But Aissen
(1999) has shown that there is good reason to think that *Obj/Local universally outranks *Obj/3.
So a solution along these lines would require rejecting the well-documented tendency of local
person to be more marked as objects than third persons.

Instead I will rely on an approach using the notion of obviation (Aissen 1997).  I will
assume that within an obviation span containing two third person nominals, one nominal (the
proximate) is ranked higher and the other (the obviative) is ranked lower.6  In Algonquian
languages where the notion of obviation is explicitly marked in the morphology, the proximate
nominal is generally the one that is more central and topical, though notions of speaker empathy
play a role as well.  I will assume that there is no obligatory assignment of proximate and
obviative in an intransitive main clause, since obviation measures the relative centrality of third
person nominals.

There are two alignments with obviation that are relevant to the account here: 1) the
alignment of obviation and grammatical relation and 2) the alignment of obviation and
definiteness.

The scales involved are as follows:

21) Subj > Non-Su

Prox > Obv

Def > Indef

The harmonic alignments, and the corresponding constraints are shown below:

Harmonic Alignment Constraints

Subj/Prox > Subj/Obv
Non-Su/Obv > Non-Su/Prox

*Subj/Obv >> *Subj/Prox
*Non-Su/Prox >> *Non-Su/Obv

Prox/Def > Prox/Indef
Obv/Indef > Obv/Def

*Prox/Indef >> *Prox/Def
*Obv/Def >> *Obv/Indef

The two constraints that will play the most important role in the account here are *Non-Su/Prox
and *Prox/Indef.  Both make sense from the viewpoint of discourse.  It is well known that
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     7 Du Bois (1987) has shown that indefinite transitive subjects are quite rare in free discourse
in a number of languages. He proposes the Given A constraint, which favors sentences in which
a transitive subject (an A, using the terminology of Dixon), has previously introduced in
discourse.  The approach pursued here draws on Du Bois’s essential insight, but does not state
the constraint directly between grammatical relations and definiteness for the reasons explained
in the text.
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subjects are an important locus of topic continuity cross-linguistically, and the constraint *Non-
Su/Prox says that a sentence with a topical/central non-subject is marked.  Similarly, definiteness
correlates highly with topicality.  All things being equal, definite NPs are more topical than
indefinite NPs.7

As Aissen (1999) shows, conjunction with a constraint *Ø, which penalizes zero
exponence, gives us a way to model the fact that marked combinations of features typically
require some special solution.  In the Kaqchikel case, the special solution is to characterize the
verb as an INFL and build extra syntactic structure. To differentiate this solution from others
(such as case marking), we can call this constraint *ØInfl.  

We want to rank the constraint *Prox/Indef & *ØInfl and the constraint *Non-Su/Prox &
*ØInfl higher than the constraint * STRUC, which penalizes additional structure. For indefinite
subjects of transitive verbs with third person objects, this yields a tableau like the following:

            

[Spec, FP] 
= DF

*Prox/Indef 
& *ØInfl

*Non-Su
/Prox &
*ØInfl

*STRUC

a. [sChased a dog (PROX) John (OBV)] *!

b. [sChased a dog (OBV) John (PROX)] *!

--> c. [IPA dog (PROX) chased John
(OBV)]

*

–> d. [IPA dog (OBV) chased John
(PROX)]

*

e. [IPJohn (PROX) chased a dog (OBV)] *!

f. [IPJohn (OBV) chased a dog ( PROX)] *!
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The constraint [Spec, FP] = DF comes from Bresnan (1998:21), and is a general constraint on c-
structure to f-structure correspondence.  Since SUBJ is one of the discourse functions, it may
appear in the specifier position of a phrase headed by a functional category.  An OBJ may not
appear in this position (unless it bears some additional DF).

I assume that in the SVO order, the initial subject may be either proximate or obviative,
depending on the larger discourse context.

5.2 Possessor antecedents

Recall the following contrast:

22) N-u-kanoj       r-ixjayil   a Manuel  rija’.
    inc-3sErg-look:for 3sErg-wife cl Manuel s/he

*’Manuel’si wife is looking for himi.’

22) R-ixjayil     a Manuel n-u-kanoj rija’.
3sErg-wife cl Manuel inc-3sErg-look:for s/he

‘Manuel’si wife is looking for himi, j.’
  

I will follow Aissen’s (1997) approach to the problem of possessor antecedents, though I
will formulate it in a slightly different manner.  The relevant scale for possessors is Possessor >
Possessum.8  When aligned with the Proximate > Obviative scale this leads to the harmonic
alignments Psor/Prox > Psor/Obv and Psum/Obv > Psum/Prox.  Inverted, these give us the
constraints *Psor/Obv >> *Psor/Prox and *Psum/Prox >> *Psum/Obv.

Assuming that pronouns must have the same obviation value as their antecedents, then we
have the following tableau:
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     9  This may signal a larger conceptual problem: How many violations of markedness
constraints can one structure license? Will characterizing the verb as INFL be enough to
overcome a whole series of markedness violations?

Furthermore, if a language has more than one signal of markedness (e.g. passive in some
cases; word order in other cases; morphology in still other cases) then the conjunction of
markedness constraints with *Ø becomes increasing complex, and would seem to require
*STRUCVoice, *STRUCInfl, *STRUCCase, and so on. 
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*Psor/Obv 
& *ØInfl

*Non-Su/Prox 
& *ØInfl

*STRUC

[SSeeks Manueli’s (Prox) wife (Obv) himi (Prox)]. !*

[SSeeks Manueli’s (Obv) wife (Prox) himi (Obv)]. !*

–> [IPManueli’s (Prox) wife (Obv) seeks himi

(Prox)].
*

–> [IPManueli’s (Obv) wife (Prox) seeks himi

(Obv)].
*

Once again, we end up with a situation in which the initial subject may be either proximate or
obviative depending on the larger discourse context.  In Kaqchikel, this seems compatible with
the evidence, since there is no overt marking of obviation.

In Algonquian languages, the possessum is never proximate.  It is not obvious how to
achieve this result for Kaqchikel.  We could, of course, add a constraint *Psum/Prox & ØInfl.  But
the last candidate in this tableau will not violate this constraint, since it does signal its
markedness through characterizing the main verb as Infl.9

6 The passive

Aissen (1997) has shown that in Tzotzil possessor antecedents are also regarded as
marked. However, in that language, the markedness is resolved by use of the passive, rather than
a distinctive word order.

24) *Ta s-sa’   proi y-ajnil   li   Manvel-ei.
 icp A3-seek him A3-wife the Manuel-enc

‘Manueli’s wife is looking for himi..’
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for the entire range of transitive verbs I have checked so far.  Nevertheless, I suspect there are
some differences in their use, which I hope to clarify in future work.  For current purposes,
however, both are available as a solution to the problem raised by possessor antecedents.

     11  The second passive seems to have originated historically with impersonal subject clauses,
such as ‘They were looking for John’, accounting for the third person plural agreement on the
verb.  However, in modern Kaqchikel, neither the passive subject nor the agent in the by-phrase
need be plural. This gives the appearance of an agreement mismatch, so that an example like (29)
seems to say literally ‘They were looking for Manuel by his wife.’
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25) TTa sa’-at   yu’un y-ajnil   li Manvel-e.
   icp seek-PASS by      A3-wife the Manuel-ENC

‘Manueli was sought by hisi wife.’ (Aissen 1997:771-2)

In Kaqchikel, the passive is in fact available as a solution to both the indefinite subject
and the possessor antecedent problems.  Kaqchikel has two passives, which I will call the ROOT

PASSIVE  and the SECOND PASSIVE.10  The root passive is formed by adding /-x/ to end of the verb
root and/or changing the tenseness of last vowel of the root. 

26) X-kanox     a Manuel r-oma’    ri    r-ixjayil. root passive
    com-seek:PASS cl Manuel   3sErg-by det 3sErg-wife

‘Manueli was sought by hisi wife.’

The second passive is formed by using third person plural ergative agreement with the active
verb stem:11

27) X-ki-kanoj a Manuel   r-oma’  ri r-ixjayil. second passive
com-3pErg-seek cl Manuel 3sErg-by the 3sErg-wife

‘Manueli was sought by hisi wife.’

The following sentences show that both are also available as solutions to the problem of
indefinite subjects:
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28) X-oqotäx   ri achin r-oma’     jun tz’i’. root passive
com-chase:PASS the man 3sErg-by a    dog

‘The man was chased by a dog.’

29) X-k-oqotaj ri achin r-oma’     jun tz’i’. second passive
com-3pErg-chase the man 3sErg-by a    dog

‘The man was chased by a dog.’

Despite the availability of a passive solution to the markedness problems, my consultant almost
never volunteers passive translations for these sentences.

The reason, I believe, lies in the discourse function of the passive in Kaqchikel. A
detailed examination of the use of voice in Kaqchikel has not yet been carried out, but my initial
impression is that both Kaqchikel passives are used in a manner somewhat like the English
passive – they occur when the patient is highly topical and the agent is largely detopicalized. (Cf.
Zavala (1997) for a similar account of the Akateko passive.)

We can capture the restricted nature of the passive in Kaqchikel along the same lines
suggested by Aissen (1999).  That is, we employ the constraints *Su/x, which penalizes subjects
which are not discourse prominent, and *Su/Pat, which penalizes patient subjects, with the
ranking *Su/x >> *Su/Pat.   This will result in a situation where passive only occurs when the
patient is more discourse prominent than the agent.

7 Non-obligatory SVO

The evidence considered so far indicates that SVO is a marked word order for Kaqchikel.
But what about the alternation between V-initial and SVO order in sentences like the following?

30) X-u-b’a ri    tz’i’ ri me’s.
com-3sErg-bite the dog the cat

‘The dog bit the cat.’

31) Ri tz’i’ x-u-b’a  ri me’s.
the dog com-3sErg-bite the cat

‘The dog bit the cat.’

Since the constraint *STRUC will penalize the SVO order, why is it possible in the lack of
markedness?
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The answer seems to involve the larger discourse structure of Kaqchikel.  A study of
topicality and word order in Kaqchikel is still in progress, but a preliminary generalization is the
following:

32) Subjects that function as continuing topics appear preverbally.
Subjects that do not function as continuing topics appear postverbally.

This would suggest that the [Spec, IP] position may be associated with a discourse function like
[-new, +prom] (cf. Choi 1999).  This discourse function should not be obligatory, however, since
indefinite subjects and subjects with possessor antecedents obligatorily appear in this position,
regardless of their function.
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9 Appendix 1 — Other preverbal positions

There are several preverbal positions in Kaqchikel, in addition to the [Spec, IP] position.. 
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Figure 3 Kaqchikel clause structure

The following figure shows the overall clause structure that I posit for Kaqchikel:

9.1 Topic and Comp

The preverbal position for subjects found in Kaqchikel is comparable to what has been
called topic position in other Mayan languages.  Aissen (1992) has argued that topics in Tzotzil
occupy a position which is adjoined to CP, while topics in Tzutujil are in [Spec, CP].

It is not clear to me whether it is correct to call this position Topic in Kaqchikel, since
certain kinds of subjects must appear here, whether they are topical in discourse or not. 
However, it is clear that the Kaqchikel preverbal subject position is lower than Comp, since it
follows the complementizer:

33) Rin man w-etaman   ta [CP wä [IP ri tz’i’ x-roqotaj ri achin]].
I     neg 1sErg-know neg    if      the dog com-3sErg-chase the man

‘I don’t know if the dog chased the man.’
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34) A Manuel x-u-b’ij      chwe’ [CP chi [IP ri tz’i’ x-u-b’a’ ri a Ramon]].
cl Manuel com-3sErg-tell to:me        that   the dog com-3sErg-bite the cl Ramon

‘Manuel told me that the dog bit the man.’
The fact that preverbal subject follows the complementizer, shows that such subjects must be in a
position like [Spec, IP].

9.2 Negative foci

Negated noun phrases (which are marked by man)  must appear in the NegFoc position. 
When the negated NP is a transitive subject, the verb must appear in the actor focus form.

35) Man jun wä’y x-u-tij     ri   a   Juan. [negation of object]
not   one tortilla com-3sErg-eat the cl Juan

‘Juan ate no tortillas.’

36) *X-u-tij  man jun wä’y   ri a Juan. [object in situ]
  com-3sErg-eat not one tortilla the cl Juan

(Juan ate no tortillas.)

37) Man jun ni-xajo’. [negation of intransitive subject]
not  one con-dance

‘Nobody is dancing.’

38) *Ni-xajo’    man jun. [intransitive subject in situ]
 con-dance not one

39) Man jun x-tij-o’         ri wä’y. [negation of transitive subject]
not   one com-eat-af  the tortilla.

‘Nobody ate the tortilla.’    1:78

40) *X-tij-o’       man jun ri wä’y.     /* X-u-tij         man jun ri wä’y.
com-eat-AF neg one the tortilla     com-3sErg-eat not one the tortilla

(Nobody ate the tortilla.) [transitive subject in situ]
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9.3 Contrastive focus

Preceding the negative focus position is the contrastive focus position, generally used in a
context where some other alternative is denied.  If the contrastively focussed item is a transitive
subject, the actor focus verb form is used.

41) Ja   ri   wä’y x-u-loq’   Maria. [contrastive object]
foc the tortilla com-3sErg-buy Maria

‘It was the tortillas that Mary bought.’

42) Ja ri   a Juan x-tij-o/*x-u-tij wä’y. [contrastive transitive subject]
foc the cl Juan com-eat-af tortilla

‘It was Juan who ate the tortilla.’

43) Ja ri tetata’ x-wär. [contrastive intransitive subject]
foc the old:man com-sleep

‘It was the old man who slept.’ (RKC 91)

We can tell the relative order from sentences that contain both sorts of foci.

44) Ja ri a Ramón man jun  wä’y x-u-tij.
con the cl Ramon neg one tortilla com-3sErg-eat

‘It was Ramón who ate no tortillas.’  1:82

The opposite order is ungrammatical.

45) *Man jun wä’y ja ri a Ramón x-u-tij.
 neg one tortilla con the cl Ramon com-3sErg-eat

*(It was Ramón who ate no tortillas.)

In sentences with multiple foci, it is the closest focus that determines whether the actor focus
form is used.  For example, in (41), the plain form of the verb is used because the negative focus
is an object.  In a sentence with multiple foci, if the negative focus is a transitive subject then the
actor focus form will be used:
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46) Ja    ri wä’y man jun achi      x-tij-o.
con the tortilla not one   person com-eat-AF

‘It’s the tortillas that nobody ate.’

9.4 Preverbal subjects 

Preverbal subjects appear before both kinds of foci:

47) Ri nu-tz’i’ ja   ri   a   Juan x-u-b’a.
the 1sErg-dog foc the cl Juan com-3sErg-bite

‘It was Juan that my dog bit.’

48) Ri a Juan man jun wä’y  x-u-tij.
the cl Juan not one tortilla com-3sErg-eat

‘Juan didn’t eat any tortillas.’

Note that when transitive subjects appear in topic position they do not trigger actor focus
morphology:

49) Ri xta Maria x-u-loq’ ri   q’or.
the cl  Maria com-3sErg-buy the atole

‘Maria bought the atole.’

9.5 Ordering principles

On the assumption that the two kinds of foci represent new information, it is possible to
describe the order of the various elements in [Spec, IP] position with two simple ordering
constraints: [-new] < [+new] and [-neg] < [+neg].  The first of these constraints is familiar as
NEW from Choi (1999:97).  The second is novel to this account.

10 Appendix 2 – Inanimate subjects

Aissen (1997) showed that in Tzotzil, inanimate transitive subjects are also marked and
require the passive.  In Kaqchikel, however, SVO order is not obligatory in such cases.
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50) Ri kä’r x-u-yawa’risaj ri w-ixjayil.
the fish com-3sErg-make:sick the 1sErg-wife

‘The fish made my wife sick.’ 1:42

51) X-u-yawa’risaj ri kä’r   ri w-ixjayil.
com-3sErg-make:sick the fish  the 1sErg-wife

‘My wife made the fish sick.’
‘The fish made my wife sick.’

52) Ri aq’on    x-u-k’achojrisaj ri a Juan.
the medicine com-3sErg-make:well the cl Juan

‘The medicine made John well.’

53)  X-u-k’achojrisaj ri aq’on ri a Juan.
com-3sErg-make:well the medicine the cl Juan

‘Juan fixed the medicine.’
‘The medicine cured Juan.’

This seems to show that a constraint like *Subj/Inan & ØInfl must be ranked lower than *STRUC
in Kaqchikel.
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Abstract

This paper concerns the distribution of Takelma -khwa and its consquences
for linguistic theory. First, it is argued that -khwa is an incorporated object
topic marker. Second, the work of Aissen 1997, 1999a on syntactic
obviation will be applied to Takelma -khwa, and the framework will be
extended to shed new light on the notions of proximate and obviative.
Finally,the beginnings of a typology of topic anaphora is suggested, in
which -khwa is simply one type in a broader spectrum.
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1 Introduction
Takelma (possibly Oregon Penutian) has two third person object markers (OMs) which
occur with verbs.1 One OM, by far the more common one, is usually morphologically
null and unrestricted in its reference. The second OM (-khwa), the one of interest here, is
restricted in reference to humans or anthropomorphized animals, and is only used in
situations where the subject is also third person (Sapir 1922:168). Sapir also notes (p.
169)  two other interesting properties of -khwa: it cannot occur with an overt object and it
is used to disambiguate clauses (1).2

1. Disambiguation by -khwa (Sapir 1922:169)

a.
ants found

b.
ants found-OM

   'He found the ants'    'The ants found him'

This paper concerns the distribution of -khwa and its consquences for linguistic theory.
What follows can be divided into three parts. The first part is devoted to the Takelma
language and -khwa in particular. I will argue, among other things, that -khwa is an
incorporated object topic marker.

The second part of the paper examines the generalizations about -khwa through the lens
of Aissen's work on syntactic obviation (Aissen 1997, 1999a). I will extend Aissen's work
to shed new light on the notions of proximate and obviative.

After taking this clausal perspective, the third and final part of the paper returns to -khwa
itself and its properties. From this perspective, it is the fact that -khwa is a topic marker
which leads to the obviation analysis, and not simply a ranking of constraints.
Furthermore, I also suggest the beginnings of a typology of topic anaphora, in which
-khwa is simply one type in a broader spectrum.

2 Basic facts

2.1 Background on Takelma
Sapir spent six weeks in the summer of 1906 working with Frances Johnson, one of the
last speakers of Takelma. Takelma was spoken in southern Oregon along the Rogue
River, but by 1906 all of the Takelma speakers were on the Siletz and Grand Ronde
reservations in northwest Oregon, which is where Sapir worked with Frances Johnson.

Sapir's fieldwork resulted in "no less than the first modern description of an American
Indian language" (Golla 1990:15). In addition to the grammar (Sapir 1922), Sapir also
published a book of Takelma texts (Sapir 1909, henceforth TT), from which the bulk of

1Part of this work was done while I was on leave from The Univeristy of Iowa. I am grateful to the
Linguistics Department there as well as the Linguistics Department at Stanford University, where I was a
visiting scholar, and to SRI, International, for their support. Thanks to for helpful comments from David
Beaver, Jennifer Bradshaw, Joan Bresnan, Sarah Fagan, Mark Gawron, Linda L. McIntyre, Peter Sells,
Linda Uyechi, Michael Wescoat, and the audience at LFG00 Conference. I remain responsible for any
errors, of course.
2Examples are given in an IPA-based orthography rather than Sapir's original orthography. cf. Culy 1999,
Kendal 1977. There are various phonological processes which affect the surface shape of -khwa.
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the examples in this paper are taken. There are on the order of 3000 clauses in the texts
with an estimated 700 or so transitive clauses, of which 56 contain -khwa.

Takelma has no clear genetic affiliation, though it does seem to be most closely related to
Kalapuya, and it is often grouped with other Oregon Penutian languages. Takelma had
numerous Athabaskan neighbors, and many of the other languages spoken at Siletz
were/are Athabaskan, a point to which we will return in the third section.

2.2 Some facts
2.2.1 Ø OM
The Takelma object markers other than -khwa are given in (2). As can be seen, the third
person is otherwise Ø, for both singular and plural.

2. Takelma object markers (cf. Sapir 1922:167,284)

Person Singular Plural
1 -xi -am
2 -pi -anph
3 Ø Ø

The Ø third person can be used with the full range of NP objects, from human to
inanimate, as seen in (3a,b). Furthermore, the object need not be overt (3c) (nor, for that
matter, need the subject be overt).

3. Human, inanimate and covert objects with the -Ø object marker
a. Human object (TT 158:3) b. Inanimate object (TT 56:9)

neg 1sg kill-1sg father-2pl something do/say-2sg
'I did not kill your father' 'What did you say?'

c. Covert object (TT 24:12)

face/to-nose-stick
'They met him'

2.2.2 -khwa with an overt subject
Turning now to -khwa, we can start with Sapir's observation that -khwa can be used to
disambiguate clauses:

"whenever the third personal object refers to a human being and the subject is
expressed as a noun, suffixed -khwa must be used to indicate the object; if it is not
used the expressed noun will most naturally be construed as the object of the
verb." (Sapir 1922:169)

This type of disambiguation is illustrated in the examples in (1) given previously. As it
turns out, 48 of the 56 -khwa clauses have an overt subject. An example from the texts is
given in (4).
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4. -khwa with overt subject (TT 28:10)

now then salmon-spear_shaftfight-khwa
'Now the salmon-spear shaft fought with him'

However, there are two questions which immediately arise with respect to Sapir's
generalization that -khwa must be used with an overt subject. First, what about the other
eight -khwa clauses without an overt subject? While they do not fall under the purview of
Sapir's generalization, we should look at what factors govern the use of  -khwa in those
clauses.

The second quesion is, is it really true that -khwa "must" be used to when there is an overt
subject? To answer the second question first, it turns out that -khwa is not in fact
obligatory when there is an overt subject. One such sentence is given in (5).

5. Overt subject without -khwa (TT 118:5)

say-3sg.tr Black_Bear
'"…" said Black Bear to them'

To be fair to Sapir, these sentences are not common. In a detailed analysis I did of one of
the stories ("The Four Otter Brothers and Chicken-Hawk"), out of 38 transitive clauses,
there were 10 with human/animate objects, and no clear examples of an overt subject
without -khwa.3

2.2.3 -khwa as topic
Turning now to the eight -khwa clauses without an overt subject, we find that in all eight
instances the object is the main character (the topic) of the story. In fact, in 51 of the 56
-khwa clauses the object is (one of) the main characters of the story, i.e. the discourse
topic. An example is given in (6). In this story Daldal is the main character, and Sinew-
man is a character he encounters.

6. -khwa without overt subject; -khwa as discourse topic  (TT 27:16)

burn-khwa-almost
'He [Sinew-man] almost burned him [Daldal]'

When we look at the remaining five -khwa clauses, the object is always a local topic. For
example in (7) from the same story as (6), the preceding section talks about how the
women (referenced by -khwa) were quarreling after Daldal tied their hair together.

7. -khwa as local topic TT 27:5

now Taltal over-house-3sg laugh-khwa
'And Daldal from on top of the house laughed at them'

3Of the four candidates for an overt subject without -khwa, two involve an object which is not portrayed as
human at that point in the story, while the other two involve an overt emphatic subject pronoun, which is
not what Sapir was considering.
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Furthermore, in the detailed analysis of the story, the only example of a main character
(the Otter brothers) as an object with the -Ø OM is when the subject is another main
character (Chicken-Hawk), as seen in (8).

8. -Ø OM with (co-)topic (TT 152:4)

"…"
say-3sg.tr

'"…", he [Chicken-Hawk] said to them [the Otter brothers]'

A further pair of contrasting examples is given in (9). In (9a), the object referenced by
-khwa, Grizzly Bear, is one of the topics of the story, while in (9b), the object, Frog, is not
one of the topics of that story.

9. -khwa as topic marker, -Ø OM with non-topic
a. -khwa as topic marker (TT 122:13)

threw_into_water-OM crane
'Crane threw her [Grizzly bear]  into the water'

b. -Ø OM with non-topic (TT 108:5)

coyote frog threw_into_water
'Coyote threw Frog into the water.'

Thus, the topic status of the object is a significantly better predictor of whether -khwa will
be used than is an overt subject.

Finally, this analysis of -khwa as a topic marker helps us understand the two examples in
which -khwa occurs with an overt object, contrary to Sapir's generalization. The two
examples are given in (10).4 In both cases the overt object is not in its canonical preverbal
position5 but rather follows the verb. This suggests that the overt NP is acting as
something in addition to being the notional object, namely the topic.

10. -khwa with overt object: non-canonical SVO order
a. TT 63:4

not person see-khwa woman small
'No one did see the little woman'

b. TT 110:11

now person two found-OM jack_rabbit
'now two persons had found Jack-Rabbit'

4There are another two examples in Sapir's grammar (Sapir 1922:158) with SOV order. However, they
seem to be invented, since they are not from any of the texts.
5cf. Kendall 1977 for Takelma as an SOV language
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2.2.4 Summary
Given that -khwa occurs without an overt object, it is an incorporated pronoun. That is not
uncommon (cf. Bresnan and Mchombo 1987, Jelinek 1984). What is less common is that
-khwa is used only for topics. This point will be the topic (pun intended) of the third
section.

Even though topicality of the object and overtness of the subject combine to account for
all the -khwa clauses, there is one more property of -khwa which is worth mentioning, and
which will be the point of departure for the next section. In the texts, -khwa is always
used when the object is more animate than the subject. The example in (1) with "ants" as
the subject illustrates this point. Another example is given in (11) (see also (25) below).

11. -khwa with an object more animate than the subject

now sting-khwa
'now they [the yellowjackets] stung him [Coyote]'

To sum up, we have seen three properties of -khwa which contribute to its distribution
(12). Two of these properties (a,c) are new generalizations. The next two sections will
discuss these properties in more detail.

12. Three properties of -khwa
a. The object is a topic
b. The subject is overt
c. The object is more animate than the subject

2.3 What -khwa is and isn't: OM vs. Switch Reference and Voice
Since -khwa is used being used to track entity references, I will now briefly discuss two
reference tracking systems, switch reference and voice, and show that -khwa does not fit
either of them. Obviation, another type of reference tracking system, will be the subject
of the next section, when we return to the properties of -khwa.

First, we can show that -khwa occurs in the same position as the other overt object
markers, immediately preceding the subject marker.

13. -khwa in position of OM
a. 2sg OM (Sapir 1922:167)

kill-2sg-3sg.fut.tr
'he will kill you'

b. -khwa (TT 94:2)

Squirrel that say-khwa-3sg.infer.tr
'Squirrel it was that said that to him'

Switch reference tracks whether the subject is the same or different from an adjacent
clause, usually the preceding one. It is clear that -khwa is not a switch reference marker,

69



since it does not show either a same subject or a different subject effect with adjacent
clauses  (14).

14. -khwa is not a switch-reference marker
-khwa when preceding subject = current subject (SSp) a.ii, b.ii
-khwa when preceding subject ≠ current subject (DSp) a.iii
-khwa when following subject = current subject (SSf) b.i
-khwa when following subject ≠ current subject (DSf) a.ii

a. (TT:180,24)
i. Background

that does
'That onei does so'

ii. SSp, DSf

that dentalia give-khwa
'that onei gives himj [the go-between] dentailia'

iii. DSp

person killer not something give-khwa
'The slayer of the personk does not give himj [the go-between] anything.'

b.  (TT 142:4)
i. SSf

that tell-khwa
'that onei [the mouse] had told himj'

ii. SSp

tell-khwa-sub
'shei telling himj'

It also seems clear that -khwa is not a voice marker. -khwa clauses are active, but the Ø-
OM also occurs with active clauses.  Takelma does have a passive voice marker which
replaces the subject marker on the verb, leaving the OM in place. No examples have been
found with -khwa and the passive.

3 Obviation

3.1 k'wa and characterizations of obviation
Traditionally, the term obviation has been used to describe a system of nominal
morphology in which one noun in a clause is marked as proximate and the others are
marked as obviative. Takelma clearly does not fit this description. Nouns have the same
shape regardless of their grammatical or functional status.
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However, Aissen 1997, 1999a extends the notion of obviation to syntactic obviation, and
shows how this view can provide a unified account of phenomena in a range of
languages. The rest of this section will consider -khwa from the point of view of syntactic
obviation.

Aissen gives two different characterizations of obviation. The first is as a system

"which obligatorily rank[s] third person nominals according to a complex function
which includes grammatical function, inherent semantic properties, and discouse
salience" Aissen 1997:705

This characterization is quite broad and Takelma does seem to satisfy it, given the
animacy and topicality factors governing -khwa.

The second characterization that Aissen gives of obviation has to do with syntactic "gaps"
which she associates with obviation. There are three types of such gaps. The first type of
gap is animacy gaps. By this Aissen means roughly that the combination of more animate
agent and less animate patient is not permitted in all relevant constructions, and similarly
for less animate agent and more animate patient. As Aissen discusses, in Algonkian, the
instances of the more animate agent are restricted to direct clauses, and the instances of
the less animate agent are restricted to inverse clauses. In Tzotzil, the instances of the
more animate agent are restricted to active clauses, while the instances of the less animate
agent are restricted to passive and Actor Focus clauses. Takelma clearly has something
like this type of animacy gap, since -khwa is obligatory with a less animate subject and
more animate object, as discussed earlier. We can summarize the animacy gaps in the
different languages as in (15).

15. Animacy gaps in Takelma (here), Algonkian, and Tzotzil (Aissen 1997)
Ø OM/direct/active/ -khwa/inverse/passive

S more animate than O √ (*)
S less animate than O * √

The second type of gap Aissen associates with obviation is genitive gaps. By this Aissen
means that a possessor of the subject may be coreferential with the non-subject only in
certain constructions, while the subject may be coreferential with the possessor of the
non-subject only in the complementary constructions. The situations in Algonkian and
Tzotil are summarized in (16).

16. Genitive gaps in Algonkian and Tzotzil (cf. Aissen 1997)
direct/active inverse/passive

Psr of S = O/OBL * √
S = Psr of O √ *

Takelma also seems to have the same types of genitive gaps. The facts in Takelma can be
summed up as in (17), with supporting examples in (18).

17. Pattern of Takelma genitives
-Ø OM -khwa

Psr of S = O Not attested √
S = Psr of O √ Not attested
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18. Takelma genitives
a. Psr of S = O, with -khwa (TT 31:16)

across-there elder_brother-3sg see-khwa
'From across there [the river] hisi elder brother saw himi'

b. S = Psr of O, with -Ø OM (TT 88:13)

now elder_brother-3sg throw_aside
'Now hisi elder brother hei threw to one side'

The third type of gap Aissen associates with obviation is complement object gaps. By this
Aissen means that a subject cannot corefer with the object in the complement clause. This
constraint is not surface-true in all languages that Aissen considers to have obviation, so
it is the least reliable indicator of obviation. Takelma does not have this type of gap, as
seen in (19).

19. Subject coreferential with complement object
a. With -Ø OM (TT 150:22)

know kill-intend-pas
'hei knew that it was intended to kill himi'

b. With -khwa (TT 116:18)

know kill-khwa-intend
'she knew that (Grizzly Bear) was intending to kill her'

It is worth noting that Takelma also does not have any alternative means to express this
situation, since its passive does not promote the patient, but merely demotes the subject.
This may lead to an explanation for why Takelma does not have this gap.

We can summarize the situation in Takelma with respect to evidence for obviation from
noun morphology and the three types of obviation gaps as in (20).

20. Takelma and obviation evidence
Noun morphology No
Animacy gaps Yes
Genitive gaps Yes
Complement object gaps No

Takelma is thus very similar to some of the other languages that Aissen considers as
having syntactic obviation (e.g. Algonkian, Kutenai), and I conclude that Takelma too
has syntactic obviation.
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3.2 Consequences for syntactic obviation
3.2.1 Aissen's OT account of obviation
Aissen's Optimality Theory account of obviation makes use of four hierarchies and four
alignments of those hierarchies. The relevant portions of the four hierarchies are given in
(21).

21. Hierarchies relevant to obviation
Participant Hierarchy proximate > obviative
Relational Hierarchy subject > primary object
Nominal-Relational Hierarchy genitive > possessum
Animacy Hierarcy animate > inanimate

The four alignments of these hierarchies are given in (22). All four involve a relationship
between the Relational Hierarchy and one of the other hierarchies.

22. Alignments of the hierarchies for obviation as constraints
a. Direct Alignment of Relational and Participant = Direct Rel[ational]
b. Indirect Alignment of Relational and Participant = Indirect Rel[ational]
c. Direct Alignment of Nominal-Relational and Participant = Direct Nom[inal]
d. Direct Alignment of Animacy and Participant = Direct Anim[acy]

e. Comparison of alignments
Direct Rel Indirect Rel Direct Nom Direct Anim� �

� � � � � � �

� �

� � � � � � �

� 	 
 � 	 � 


� � � � � � �

� � 
 � � � � 
 � �

� � � � � � �

Direct Rel means that subjects are proximate and objects are obviative. Indirect Rel
means that subjects are obviative while objects are proximate. Direct Rel and Indirect Rel
are each associated with particular clause types. Direct Rel is associated with active/direct
clauses, while Indirect Rel is associated with inverse clauses.

Direct Nom means that the genitive is proximate and the possessum is obviative. Direct
Nom is not restricted to any clause or nominal type.

Direct Anim means that when there is a difference in animacy between the agent and the
patient, the more animate one will be proximate and the less animate will be obviative.
Direct animacy is not restricted to any particular clause type. The final piece of
information is that Direct Rel and Indirect Rel are ranked higher than Direct Nom and
Direct Anim. There is no available evidence in Takelma for the relative ranking of Direct
Nom and Direct Anim.

Let's see how these alignments might apply to Takelma. Direct Rel will be associated
with -Ø OM clauses, while Indirect Rel will be associated with -khwa. (Note that that
means that -khwa clauses are parallel to inverse clauses in Algonkian, a point to which we
will return in the next section.) Let's consider the clause in (23), and the tableau of
candidates with the -Ø OM and -khwa in (24). (Direct Nom is omitted from these and
future tableaux where it is not relevant.)

73



23. Hunger was killing him.

24.
hunger killed him Direct Rel Indirect Rel Direct Anim
a. hunger killed-Ø him !*
   Prox Obv

b. hunger killed-Ø him !*
    Obv   Prox

c. hunger killed-khwa him !* *
   Prox Obv

d. ☞ hunger killed-khwa him
       Obv Prox

In (24a) and (24c), Direct Anim is violated since "hunger" is less animate than "him", but
it is given as proximate in these candidates when it should be obviative. (24b) violates
Direct Rel, since the subject is not proximate, while (24c) vioates Indirect Rel, since the
subject is not obviative. That leaves (24d) as the winning candidate, which is borne out
by the Takelma sentence in (25).

25. (TT 15:16)

hunger kill-khwa
'He was hungry' (lit. 'Hunger was killing him')

3.2.2 Proximate/obviative status as emergent
This discussion shows how the animacy restriction on -khwa can be accounted for, but we
have not said anything yet about the other two factors governing the distribution of
-khwa, namely that it is a topic marker and that it often occurs when there is an overt
subject. Consider for example the tableau in (26) for "they told him", where animacy does
not play a role. Without knowing the proximate/obviative status of the arguments, we
cannot decide on a single winning candidate. While both candidates (a) and (d)
correspond to potential Takelma sentences, in a given context only one candidate is
possible. Clearly, we would like to be able to determine the correct candidate in context.

26. Preliminary tableau
they told him Direct Rel Indirect Rel Direct Anim
a. ☞  they told-Ø him
   Prox Obv

b. they told-Ø him !*
    Obv   Prox

c. they told-khwa him !*
   Prox Obv

d. ☞ they told-khwa him
       Obv Prox
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The key to both of the factors governing -khwa (topic and overt subject) has to do with
what determines proximate and obviative status. In particular, topicality is one thing that
determines these, with topics being proximate and non-topics being obviative. Going a
step further, overt arguments are generally very unlikely to be topics, and this is true in
Takelma as well.6 So overt arguments will be (or are more likely to be) obviative.

Implicit in the tableaux in (24) and (26) is the idea that the proximate/obviative status of
the arguments is a property of the candidates that is subject to constraints. This view is
different from that assumed by Aissen 1997,1999b and others (e.g. Sells to appear) who
assume that the discourse prominence of the arguments is part of the input.

However, given that there is a range of factors which determine proximate/obviative
status, it seems natural to treat those factors as constraints determining the optimal
candidate rather than treating proximate/obviative stauts as an unanalyzable, immutable
given. So far as I can tell, the position taken by Aissen, Sells and others is really a matter
of convenience for their discussions7 and not one that is crucial theoretically for their
arguments.

In particular, if the constraints determining proximate/obviative status are necessarily
ranked higher than the other constraints under discussion (here, Direct Rel, Indirect Rel,
Direct Nom, and Direct Anim) then we will see exactly the same effects as if
proximate/obviative information were part of the input. For example, if we add to the
tableau in (26) a high ranking constraint whose effect is that topics are proximate, we get
the tableau in (27) (omitting the irrelevant Direct Anim) for the Takelma sentence in (28).

27. Revised (not final) tableau
they told him(TOP) Prox=Topic Direct Rel Indirect Rel
a. they told-Ø him(TOP) !*
   Prox Obv

b. they told-Ø him(TOP) !*
    Obv   Prox

c. they told-khwa him(TOP) !* *
   Prox Obv

d. ☞ they told-khwa him(TOP)
       Obv Prox

6In the story that was analyzed, the distance between an argument and its most recent mention (Referential
Distance, cf. Givón 1983) is a very good predictor (p < 0.05) of whether that argument will be overt.
7In this regard, it is like the glossing over of the choice of grammatical function in the tableau in (24).
While the assignment of grammatical function to arguments is not part of the input, Takelma does not have
any construction in which the patient/experiencer is the subject and the cause is a non-subject, so the
grammatical function assignment is essentially fixed in this example.
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28. (TT 60:7)

say-khwa
'they had told him'

Determining the full range of factors which determine proximate/obviative status is
beyond the scope of this paper, and in any case it has received much discussion in the
Algonkian literature. However, we can sketch how some of the factors might work for
Takelma.

We can treat the factors that determine proximate/obviative status as hierarchies entirely
parallel to the Participant, Relational, Nominal, and Animacy hierarchies, as in (29). In
addition to topicality and overtness, another factor which may be relevant to
proximate/obviative status in Takelma is individuation, since both of the examples (10)
with an overt object have less individuated subjects (cf. Aissen 1999a for individuation as
a factor in Tzotzil). The three hierarchies are given in (29).

29. Three (partial) prominence hierarchies for proximate/obviative status
a. Topicality: TOPIC > non-TOPIC
b. Overtness: OVERT > COVERT
c. Individuation: More Indivduated > Less Individuated

We can then align these hierarchies with the Participant hierarchies, just as we did the
other Relational and Animacy hierarchies, as in (30). Direct Topic is then the replacement
for the Prox=Topic constraint in tableau (27).

30. Three alignments with the Participant hierarchy
a. Direct Alignment of Topicality and Participant = Direct Topic
b. Indirect Alignment of Overtness and Participant = Indirect Overt
c. Direct Alignment of Individuation and Participant = Direct Indiv
d. Comparison of Alignments
TOPIC non-TOPIC

Prox Obv

Overt Covert

Prox Obv

More individ. Less individ.

Prox Obv

Given that the topicality of -khwa seems more important than the overtness of the subject,
we can tentatively say that at least for Takelma Direct Topic > Indirect Overt. There is
not enough information to rank Direct Indiv. We can reformulate the tableau in (27) as in
(31). I leave open the possibility that the choice of overtness for the arguments may be
determined by (higher-ranking) constaints as well.
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31. Final tableau
they(Ø) told him(Ø,TOP) DirTop IndirOvert DirRel IndirRel
a. they(Ø) told-Ø him(Ø,TOP) !* *
   Prox Obv

b. they(Ø) told-Ø him(Ø,TOP) * !*
    Obv   Prox

c. they(Ø) told-khwa him(Ø,TOP) !* * *
   Prox Obv

d. ☞ they(Ø) told-khwa him(Ø,TOP) *
       Obv Prox

To sum up this section, Takelma seems similar to other languages with syntactic
obviation, so Aissen's OT analysis can be applied. We also saw that it is possible to
extend that analysis to treat proximate/obviative status as an emergent property rather
than as part of the input.

4 Typology:  topic markers

4.1 -khwa as paragraph topic marker
When we step back and look at the languages in which obviation plays an important role,
there are two broad types, depending on whether Indirect Rel is active or not. In the
Algonkian languages and Takelma, Indirect Rel is active, while in Tzotzil and Chamorro
it is not. It is striking as well that in the languages with Indirect Rel, there is special
morphology associated with it. In the Algonkian languages it is the inverse marker on the
verb, while in Takelma it is -khwa.8 The question naturally arises as to whether there are
properties of these morphemes which lead to their association with Indirect Rel. At least
for -khwa, I think the answer is pretty clearly affirmative. -khwa is a topic marker for
objects, which are not usually topics — subjects are usually topics. While I won't explore
how these morphemes are associated with Indirect Rel, I will take a look at the properties
of -khwa that lead it to be associated with Indirect Rel.

We have seen that -khwa is a topic marker, but we can refine that a bit. -khwa usually
corresponds to a story topic, but as the example in (7), repeated here in (32), shows,
-khwa can correspond to a smaller, paragraph-level topic. I would suggest that  -khwa's
specification is as a marker of the paragraph topic. Of course, the story topic is often the
paragraph topic, which explains why -khwa so often corresponds to the story topic.

32. (=7) -khwa as paragraph-level topic

now Taltal over-house-3sg laugh-khwa
'And Daldal from on top of the house laughed at them'

8It is peraps worth noting that -khwa is much more uncommon than the Algonkian inverse marker. The
reason for that awaits further research.
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Further evidence that -khwa is a paragraph topic marker (as opposed to a story topic)
comes from stories in which it occurs with different referents. Some figures are given in
(33).

33. -khwa with multiple referents in a story
Story Referents of -khwa n
Daldal the Transformer 7

Daldal (unspecified as to which one) 3
Daldal the younger 3
The two blind women (= (7/32)) 1

Grizzly Bear and Black Bear 6
Black Bear 2
Grizzly Bear 2
Black Bear's daughters 2

Eagle and the Grizzly Bears 5
Eagle 4
Grizzly Bear brothers 1

The story of Grizzly Bear and Black Bear is particularly interesting in that the use of
-khwa follows the story action. The first part of the story is about Black Bear and the
events leading up to her murder by Grizzly Bear, and the two instances of -khwa referring
to Black Bear occur in that section. The second part of the story is about Black Bear's
daughters and the revenge they take by killing Grizzly Bear's daughters, and the two
instances of -khwa referring to Black Bear's daughters occur in that middle section. The
final part of the story is about Grizzly Bear's futile pursuit of Black Bear's daughters, and
the two instances of -khwa referring to Grizzly Bear occur in this final section.

This evidence points strongly towards -khwa being a paragraph level topic marker. There
is also evidence that -khwa is used to refer to the paragraph topic even when there is a
more local topic. In the example in (34), at the local level, the Crows and their speech are
what the sentences are about. However, the paragraph, and indeed the story as a whole,
are about Chicken-Hawk.

34. -khwa is not sentence topic marker (TT 146:11)

listen_to crows land one say_so that address_to-khwa
'Hei listened to themj, the Crowsj covering the land said so, that speech theyj addressed to
himi.'

4.2 Other levels of topic marking
So far, I have talked about three levels of discourse, the sentence, the paragraph, and the
story, and argued that -khwa indicates a paragraph topic. If the level of discourse structure
is relevant to the definition of -khwa, then we might expect to find other topic markers
which refer to the other levels of discourse structure. In fact, this does seem to be the
case, as evidence from Athabaskan shows.

The Athabaskan bi- verbal prefix has received a lot of attention in the literature, most
notably in Navajo, starting with Hale 1973. There are a variety of analyses, but a series of
recent analyses of Navajo (Speas 1990, Uyechi 1996) argue that bi- is a sentence-level
topic marker. In other words, bi- indicates what the sentence is about (cf. Platero 1974 on
Navajo, Sandoval and Jelinek 1989 on Jicarilla Apache, and Thompson 1996 on a variety
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of Athabaskan languages). Uyechi analyzes Navajo bi- in LFG as an incorporated
pronoun which refers to sentence topics. An example is given in (35).

35. Navajo bi- as sentence-level topic marker (Uyechi 1996:123, citing Hale 1973)

horse mule BI-kicked
'The horse, the mule kicked it'

A further interesting aspect of Athabaskan bi- is that it has been connected with syntactic
obviation. Thompson 1989 argues that Koyoukon bi- is an inverse marker and Aissen
1997 connects the Navajo animacy and genitive gaps with syntactic obviation.

One final aspect of Athabaskan bi- is that it existed, at least in some form, in at least two
of the Athabaskan languages neighboring Takelma, namely Galice Athabaskan (Hoijer
1966) and Tututni (Golla 1976).  We might speculate wildly that Takelma borrowed the
function of topic-anaphora from Athabaskan. Of course, much, much more work would
have to be done to substantiate this speculation.

We have now seen pronominal topic markers for sentence-level (Athabaskan) and
paragraph-level (Takelma) topics. A third level of discourse organization is the story or
episode (often the whole text), and there is some evidence, again from Navajo, that there
may be pronominals which refer to story-level topics. So-called fourth person
pronominals in Navajo have not been the subject of much analysis, but at least one of the
uses of them seems to be as a story level topic marker (Young and Morgan 1987, Willie
1991). However, unlike bi- and -khwa, the fourth person pronominals have other uses,
e.g. to indicate politeness, and they are not restricted to objects but can be subjects as
well.

4.3 The beginnings of a typology of topic marking
We've seen that Takelma -khwa and Navajo bi- only refer to topics. Furthermore, when
the prior conditios on their use is satisfied (e.g. there is a third person subject, and in the
case of -khwa, the humanness of the referent), only they can be used to refer to topics. For
example, the Takelma Ø OM does not refer to paragraph topics; nor is Navajo yi- (also
used when there is a third person subject) apparently used for sentence topics. We thus
have forms (Takelma Ø OM, Navajo yi-) which we might call "anti-topic" markers.9

Interestingly enough, Bresnan and Mchombo 1987 show that the independent pronoun
cannot refer to a topic that is an object, making the Chichewa independent pronoun an
anti-topic pronoun in this situation.

In addition to topic markers and anti-topic markers, there are also pronouns which may or
may not refer to topics. English pronouns are one example. The Chichewa OM may also
be neutral with respect to the topicality the object. Bresnan and Mchombo provide ample
evidence that when the OM is used with an overt object, it is a topic. However, they also
give in example in the second clause of (36) in which the OM is not used with an overt
object and it does not seem to be a topic in any sense: Hyena seems to be the topic.

9David Beaver (p.c. 7/00) suggests that the notion of "anti-topic" may not be needed. On this view, anti-
topic markers are simply the elsewhere forms and need not be specified specifically as anti-topic. It is hard
to see how this approach would account for the three-way distinction in Navajo, though, among bi-, yi- and
fourth person.
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36. Chichewa OM not referring to topic (Bresnan and Mchombo 1987)
Fîsi a-na-dyá chí-manga.
1A.hyena 1ASu-PST-eat 7-corn

Á-tá-chí-dya, a-na-pítá ku San Francisco
1A.s-serial-7.O-eat 1A.s-past-go to San Francisco
‘The hyena ate the corn. Having eaten it, he went to San Francisco.’

Putting together the information about the different pronouns, we have the beginnings of
a typology of what we might call topic-anaphora. A summary of this information is given
in (37).

37. The beginnings of a topic-anaphora typology
(o) = the form has other uses
Discourse Level Topic-marker Anti-topic marker Neutral
Sentence Navajo bi- Navajo yi-

Chichewa independent
pronoun (o)

English pronouns
Chichewa OM

Paragraph Takelma -khwa Takelma Ø OM (o) "           "   (?)
Story/episode Navajo 4th person

(o)
? "           "   (?)

The existence of this range of topic anaphora also addresses a question that may have
been nagging the reader: why couldn't we simply say that -khwa is an incorporated
pronoun and be done with it? The answer is that topic anaphoricity is a separate
dimension along which pronominals in general (not just incorporated pronouns) are
classified. In particular, for Takelma, the Ø OM would also be treated as an incorporated
pronoun, since it occurs without overt objects, just as  -khwa does. What distinguishes
-khwa from the Ø OM is their topic anaphoricity: -khwa is a topic maker while the Ø OM
is an anti-topic marker.

What I have attemped to show in this section is that -khwa as a topic marker is not an
aberration. Rather, it is one point in a larger typology of topic-anaphora. I have suggested
that the level of discourse organization is one dimension of the typology of topic-
anaphora. It remains to be seen if other aspects of topicality (e.g. continuing vs shift) are
relevant to topic anaphora. For example, Givón 1990:913 lists a variety of constructions
in English which correspond to different aspects of topicality.

5 Conclusion
In this paper, I have looked at Takelma -khwa from a variety of points of view, from a
language internal perspective, from the perspective of obviation, and from the perspective
of topic-anaphora. From the language internal perspective, I showed new generalizations
about -khwa, namely that it indicates an inverse animacy relationship between subject and
object, and it is a paragraph topic marker. From the perspective of obviation, I showed
that proximate/obviative status can and should be treated as emergent rather than as part
of the input. And finally, from the perspective of topic-anaphora, I suggested that
-khwafits into a of typology of topic-anaphora, the beginnings of which were explored
here.
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1 Introduction

In missing object constructions, the subject of the matrix clause is construed as
coreferent with a missing complement — a “gap” — in the complement to the
predicate:

(1) a. This book is tough to finish . (TOUGH-type)

b. This car needs washing . (NEED-type)

Cross-linguistically, missing object constructions are sometimes analyzed as
involving long-distance dependencies, similar to the dependencies found in wh-
question or relative clause constructions. Other missing object constructions have
been analyzed as involving complex predicate formation. We propose that both
classes of missing object constructions are found in English, exemplified by the
canonical long-distance tough predicate and the short-distance need predicate. This
difference in the syntactic structure of the two types of missing object constructions
explains their very different syntactic behavior.

This paper is organized as follows. First we discuss need-type missing object
constructions, arguing that they are complex predicates. We then contrast these

For helpful comments and suggestions, we are grateful to Julia Barron, Joan Bresnan, Paul Kay,
Bob Levine, and the audience at LFG-2000 in Berkeley.
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with tough-type missing object constructions which involve a long-distance de-
pendency. Finally, we compare the tough constructions to other long-distance de-
pendencies both within English and cross-linguistically.

2 English need and other short-distance MOCs

The predicates in (2), which we call need-type predicates, involve an apparent
object “gap” and have previously been analyzed as a type of tough predicate like
the ones to be analyzed in Section 3 (Nanni 1978, 1980).1

(2) Sample predicates: need, could do with, want, require, warrant,
deserve, merit

However, need-type MOCs turn out to be better analyzed as complex predicates
and hence as monoclausal, with no long-distance dependency, as proposed by Bar-
ron (1999). Evidence for the complex predicate analysis includes the fact that the
path in need constructions is always short, and parasitic gaps are not allowed. That
the construction does not involve nominalization of the complement verb is shown
by the fact that the complement does not have nominal characteristics and that
it must be a predicate of arity greater than one. Further, the construction can be
shown to contain only one subject, not two, as characteristic of a monoclausal con-
struction. Finally, string adjacency between the need predicate and the complement
verb is required, a common characteristic of complex predicates.

2.1 Need-type MOCs do not involve a long-distance dependency

Two types of evidence show that need predicates do not involve long-distance de-
pendencies. First, the dependency is bounded: the SUBJ of need is interpreted as
an argument of the complement verb, and nonlocal dependencies are not allowed:

(3) a. The clothes need/require/deserve/merit washing.

b. *The clothes need/require/deserve/merit trying to wash.

c. *The book needs/requires/deserves/merits getting her to read.

Second, parasitic gaps, which are licensed by long-distance dependencies, are
not allowed:

(4) a. *This report needs filing without trying to read .
1We are grateful to Paul Kay for providing this list.
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b. *This food needs cooking before you eat .

There are some acceptable examples which seem to involve parasitic gaps, as seen
in (5).

(5) a. The report needs filing without reading .

b. The chest needs varnishing after sanding down .

However, we believe that these examples involve a type of coordination within the
need-type complex predicate, and do not exemplify parasitic gap formation. This
analysis is consonant with the observations of Butt (1996: pp. 49 ff.), who provides
evidence that coordinate verbs can be involved in complex predicate formation in
Urdu. The unacceptability of more complex parasitic gap examples like (4), as well
as the strictly local nature of the relation between the SUBJ of the need predicate
and the missing argument of the complement verb, provide strong evidence against
an analysis of need predicates as involving a long-distance dependency.

2.2 Need-type MOCs do not involve a nominalization

It is also clear that the complements of need-type complex predicates are not nom-
inalizations.2 First, Grover (1995) points out that need predicates occur with ad-
verbs3 and not adjectives, as seen in (6), and they disallow initial determiners, as
seen in (7).

(6) The carpet needs shaking well.

(7) The child needs (*a) taking to the doctors.

In addition, the complement verb is required to be a predicate with at least two
arguments. Even unaccusative intransitive complements are not allowed, as seen
in (8):

(8) *The patient needs bleeding/yawning.
2We will not discuss the alternative transitive subcategorization frame of need in examples like:

(i) I need a stiff drink.

Examples such as these involve nominal objects, but do not exemplify need-type complex predicates.
3Note that this does not rule out a gerund analysis.
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It is not clear how such a requirement could be imposed on a nominalization: the
requirement would be for a nominalized transitive verb and not a nominalized in-
transitive verb, and such requirements are generally disallowed by the Lexical-
ist Hypothesis. However, requirements referring to the argument structure of the
complement of a light verb in a complex predicate construction are common (Butt
1996).

2.3 Need-type MOCs are monoclausal

In this section we show that there is no accessible subject of the complement verb.

2.3.1 Subject-oriented adverbials

If need predicates are complex predicates, then they are monoclausal and have
only one syntactic subject. One way to verify whether need predicates are mon-
oclausal is to combine the predicate with subject-oriented adverbs; in a complex
predicate, a subject-oriented adverb will pick out only the matrix subject, since
there is no subordinate subject. This test must be used with caution, however, since
many so-called subject oriented adverbs like deliberately are often oriented not to-
wards the grammatical subject but towards the logical subject, as in (9) (Quirk et al.
1985: 8.93). The same is true for adverbial phrases, like those in (10).

(9) a. Bill examined the book deliberately/willingly.

b. The book was examined deliberately/willingly.

(10) a. Bill washed the car without asking permission.

b. The book was examined without asking permission.

c. Bill killed the cockroach without stopping to think about it.

Nevertheless, the behavior of need predicates in combination with these adverbial
phrases is telling: when these adverbial phrases are combined with need predicates,
as in (11), they cannot refer to the subject of the complement verb, but only to the
subject of the need predicate. That is, a sentence like (11a) has only the nonsensical
reading on which the clothes must ask permission:

(11) a. *The car needs washing without asking permission.

b. *Cockroaches need killing/The car needs washing without stopping to
think about it.
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This is because the adverbials cannot refer to the logical subject of the complex
predicate, since it is suppressed. Thus, subject oriented adverbials support the
idea that need predicates have a single syntactic subject, with the subject of the
complement verb suppressed.

2.3.2 For-phrase

An interesting argument for complex predicatehood comes from the fact that MOCs
do not permit a for-phrase to act as the overt controller of the subject of the com-
plement verb, as seen in (12).4

(12) a. *The car needs/requires/deserves for him washing.

b. *For him, the car needs/requires/deserves washing.

For-phrases are licensed with the biclausal missing object constructions but not
with the monoclausal complex predicates, since there is no complement involved
in this complex predicate construction.5

2.4 Phrase structure characteristics

Besides demonstrating the impossibility of for-phrases with need predicates, the
examples in (12) provide evidence for a string adjacency requirement: need pred-
icates must appear adjacent to their complement verb. This requirement is also
shown by the ungrammaticality of examples like (13):6

(13) *The car needs thoroughly washing.
4Grover (1995: Chapter 4) claims that worth belongs to the class of need predicates and yet allows

a for-phrase. However, in Section 3 we analyze worth as a long-distance tough predicate, which does
not involve complex predicate formation.

5Given the passive-like meaning of the need complex predicate, we might expect by-phrases
as a plausible alternative expression of the subject of the complement verb; see Barron (1999) for
discussion of the passive origin of the -ing participle in this construction. Some examples with by-
phrases are in fact acceptable (thanks to Joan Bresnan for pointing this out):

(i) This coat needs washing by me.

However, even with an overt agent, subject-oriented adverbials are not possible:

(ii) a. *This coat needs washing by me without asking permission.

b. *These cockroaches need killing by exterminators without stopping to think about it.

6The one item which can marginally intervene is contrastive negation, as in (i). Butt (1996) cites
similar intervention of negation in Urdu complex predicates.

(i) The car needs not WASHING, but POLISHING.
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Though some complex predicate constructions do not require string adjacency
(Butt 1996), such a requirement is commonly found in complex predicate con-
structions.

2.5 Syntax of need-type MOCs

The basic functional structure of a need predicate is shown in (14), as previously
proposed by Barron (1999):

(14) The clothes need washing.

PRED ‘NEED-WASHING SUBJ ’

SUBJ PRED ‘CLOTHES’

The complement of the light verb need must take (at least) two arguments:
the argument higher on the hierarchy is suppressed, and the second argument sur-
faces as the SUBJ of the need predicate. At argument structure, the complement
verb cannot be monovalent. However, the complex predicate can inherit additional
arguments from the complement verb:

(15) Chris needs convincing that this is a good idea.

3 English tough and other long-distance MOCs

Long-distance missing object constructions in English can be roughly divided into
the following categories:

(16) a. Adjective + infinitival complement: tough, easy, hard, difficult, simple,
impossible, etc.

b. Adjective + participial complement: worth, worthwhile

c. Modified adjective: too + ADJ, ADJ + enough

d. Time phrases: take 3 years, take 1 month, etc.

In this section, we argue that tough predicates involve long-distance dependen-
cies with anaphoric control of the complement object by the matrix subject.
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3.1 Tough-type MOCs involve a long-distance dependency

Tough-type missing object constructions have often been analyzed in terms of a
long-distance dependency similar to the long-distance dependencies in interrog-
ative and relative clause formation. This proposal has been adapted in work by,
among others, Kaplan and Bresnan (1982), Gazdar et al. (1985), and Pollard and
Sag (1994), with a dissenting view presented by Grover (1995). Arguments for this
type of analysis are that tough predicates can license parasitic gaps and obey island
constraints. After reviewing the relevant data and past analyses, we also propose a
version of the long-distance dependency analysis for the tough construction.

3.1.1 Unbounded dependencies

The dependency path in a tough construction can be arbitrarily long. That is, not
only can objects of the predicate’s complement be gapped, but complements of
the complement can have gapped objects. (17) shows the shortest paths, using
examples from different subtypes of tough predicates, and (18) shows longer paths
for the same types of predicates. Additional long-distance paths are given in (19),
taken from Hukari and Levine (1987).

(17) a. This book is easy to read.

b. This book is too valuable to throw away.

c. This book is worth reading.

d. This book takes six months to read.

(18) a. This book is hard to get her to avoid reading.

b. This house is too old to get anyone to try to renovate.

c. This book is worth trying to get her to read.

d. This book takes six months to try to read.

(19) a. Kim would be difficult to persuade Robin to attempt to reason with.

b. Robin is too nice for us to try to persuade Kim to tease.

Consider example (19a), where Kim is coreferent with the gapped object of reason
with, passing through the domains of three other predicates (difficult, persuade,
attempt). Such long paths are the mark of an unbounded dependency: the subject-
gap relation can span arbitrarily many predicates.
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3.1.2 Island phenomena

Hukari and Levine (1987) claim that the long-distance path in tough constructions
obeys island constraints (see also Cinque 1990; Grover 1995). This fact has been
cited as evidence for analyzing tough constructions similarly to other long-distance
dependencies. For example, as Hukari and Levine (1987) show, the gap cannot
appear in an NP-island, as seen in (20b) for a simple NP and in (20c) for a relative
clause within an NP. As seen in (20d), they also obey wh-islands.

(20) a. Kim would be difficult to imagine kissing.

b. *Kim would be difficult to imagine [the likelihood of kissing] .

c. *Kim would be difficult to imagine a person [who likes] .

d. *Kim would be difficult to wonder [whether to kiss] .

In Section 4, we show that there are various differences between other long-distance
dependencies and long-distance missing object constructions. Nevertheless, all
long-distance dependencies seem to obey island constraints.

3.1.3 Parasitic gaps

An additional similarity between long-distance dependencies in interrogative and
relative clause formation and in tough constructions comes from tough’s ability to
license parasitic gaps (Montalbetti et al. 1982; Grover 1995). In (21), from Grover
(1995), the subject these papers is coreferent not only with the object of file, but
also with the object of reading. Further examples are shown in (22) for a variety
of tough predicates.

(21) These papers are easy to file without reading .

(22) a. This book is hard to throw away without trying to read.

b. This book is too interesting to read without really trying to understand.

c. This book is not worth reading without attempting to analyze deeply.

d. This book would take three years to read without even trying to ana-
lyze.
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3.2 Tough-type MOCS are biclausal

Unlike need-type complex predicates, tough constructions are biclausal. As such,
a for-phrase is possible, as in (23) (see Levine 2000 on the status of the for-phrase):

(23) a. The clothes are easy for George to wash.

b. The clothes are too dirty for me to wear.

In addition, subject oriented adverbials can refer to the understood subject of the
lower predicate, as seen in (24). This was not possible with the need-type complex
predicates.

(24) a. The clothes are too clean to wash without asking permission.

b. Cockroaches are easy to kill without stopping to think about it.

3.3 Connectivity: Functional vs. anaphoric control

We have shown that the tough construction involves a long-distance dependency
between the matrix subject and the gapped object of a potentially long-distance
complement of the tough predicate. The question then arises as to whether this
dependency involves functional control, in which the subject and gapped object
are identical, or anaphoric control, in which they are co-referent but syntactically
distinct. This question is sometimes referred to as “connectivity”.

(25) Functional: Anaphoric:

PRED EASY

SUBJ [ ]

COMP OBJ [ ]

PRED EASY

SUBJ [ ]

COMP OBJ [ ]

This issue has been addressed by Kaplan and Bresnan (1982), Hukari and Levine
(1987), Bayer (1990), Grover (1995), and Calcagno (1999), among others. Within
LFG, Kaplan and Bresnan (1982), Saiki (1991), and Yamamoto (1996) analyze
tough constructions as involving functional control of a topic.

However, evidence from casemarking indicates that anaphoric control, and not
functional control, is involved. In particular, there is a case mismatch between the
nominative case subject and the accusative case object (Hukari and Levine 1987,
1991; Bayer 1990; Calcagno 1999). This is seen in (26).

(26) He/*Him is tough to kill .
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It is easy to handle this case discrepancy if these constructions are analyzed as in-
volving anaphoric control, with an anaphoric relation between the matrix subject
and the gapped argument in the subordinate clause. In an anaphoric control con-
struction, there are two different f-structures involved, one which is nominatively
case marked and one which is accusatively marked. In contrast, functional control
constructions involve identity between the controller and the controllee, and thus
require case preservation.

Some arguments that have previously been made for and against connectivity
(i.e., functional vs. anaphoric control) are flawed in that they are actually orthog-
onal to the issue, at least within LFG. Calcagno (1999), citing Pollard and Sag
(1994), considers phrase structure category mismatches such as that in (27), ar-
guing that there is no syntactic connectivity between the matrix argument and the
lower clause.

(27) a. [For Robin to be a spy] would be hard to get over .

b. *It would be hard to get over [for Robin to be a spy].

However, this is not an argument for or against f-structure connectivity in LFG,
since LFG defines subcategorization in functional terms, not in terms of phrase
structure configuration. Indeed, such category mismatches are common in a variety
of constructions, as shown by Kaplan and Bresnan (1982) and Kaplan and Zaenen
(1989) in their discussion of topicalization of sentential complements:

(28) a. That Chris yawned he wasn’t aware of. (= of + that)

b. *That Chris yawned he wasn’t aware. (= no of + that)

c. *He wasn’t aware of that Chris yawned. (= of + that)

d. He wasn’t aware that Chris yawned. (= no of + that)

Hukari and Levine (1991) present several arguments for connectivity. First,
they show that verbs which require subjunctive complements also impose this re-
quirement when these complements occur in tough constructions, as in (29).

(29) a. It would have been difficult for Robin to demand of us that we be/*were
there on time.

b. That we be/*were there on time would have been difficult for Robin to
demand of us.
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However, Jacobson (1992) shows that this is a semantic requirement, not a syntac-
tic one, since it holds even across sentences:

(30) I demanded something. It was that we be/*were there on time.

Second, Hukari and Levine (1991) claim that phrase structure category restric-
tions must be met both in tough constructions and their non-tough counterparts
(judgements are those of Hukari and Levine (1991)):

(31) a. I pretended that I was sick.

b. ?? I pretended my sickness.

c. [That I was sick] would have been difficult for me to pretend when I
really wasn’t.

d. ?? My sickness would have been difficult for me to pretend.

However, we believe that the contrast between (31a) and (31b) is better explained
in terms of grammatical function rather than phrase structure category; the verb
pretend requires a sentential complement with grammatical function COMP, and
noun phrases are not associated with the COMP role. Our judgements differ from
those of Hukari and Levine (1991) on the status of (31c): we do not believe this
sentence is fully grammatical, since (as example (31b) shows) pretend does not
take an object and thus cannot participate in the tough construction.

3.4 Syntax of tough-type MOCs

The structure given in (32) for the sentence tough to kill captures the facts de-
scribed earlier in this section. The tough predicate subcategorizes for a thematic
subject and a COMP. The subject anaphorically controls the TOPIC of the COMP, as
indicated by the coindexation, and the TOPIC fills an OBJ role within the subordi-
nate clause via functional control. Note that the arbitrary control of the PRO SUBJ

means that this construction must involve a COMP and not an XCOMP complement.

(32) Moths are tough to kill.
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PRED ‘TOUGH SUBJ,COMP ’

SUBJ PRED ‘MOTH’

COMP

TOPIC PRED ‘PRO’

PRED ‘KILL SUBJ,OBJ ’

SUBJ PRED ‘PRO ’

OBJ

3.5 Argument structure of tough-type MOCs

A closer look at the argument structure and semantic requirements of tough pred-
icates explains some otherwise mysterious constraints. In particular, we adopt the
proposal that the subject of the tough predicate is thematic. In addition, we discuss
some semantic constraints on the complement of tough predicates.

3.5.1 Subject of tough is thematic

There has been extensive controversy over whether or not the subject in tough
constructions is a thematic argument of the tough predicate. The primary reason
that the subject of tough has been considered to be nonthematic is that many tough
predicates also participate in a construction in which the subject is an expletive, as
in (33).7

(33) a. This book is hard to read.

b. It is hard to read this book.

In some transformational theories the gapped object is assumed to move from its
original (thematic) object position to the matrix subject position; a violation ensues
if both positions are assigned thematic roles, as discussed by Chomsky (1981). The
analysis we present does not rely on movement transformations, and so this is not
a problem for LFG.

We claim that the subject is in fact a thematic argument of the tough predicate,
following Lasnik and Fiengo (1989), Jacobson (1992), Pollard and Sag (1994),
Kim (1995), and Clark (2000). Note that if the subject of tough were nonthematic,

7However, not all tough predicates do this:
(i) This book is too long to read.
(ii) *It is too long to read this book.
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as is sometimes argued, tough predicates would be like raising verbs and would
necessarily involve functional control. However, there is substantial evidence that
the subject of tough is thematic, consistent with the anaphoric control analysis that
we assume.

First, it is impossible for an expletive pronoun to appear as the subject of a
tough predicate, even if it leaves an object gap, as in (34).

(34) a. *There is hard for me to imagine ever being enough snow in New
England. (Jacobson 1992)

b. *There would be tough to believe to be a party in our back yard
tonight. (Bayer 1990; Jacobson 1990)

On our view, the semantically empty matrix subject would be required to enter
into an anaphoric relation with the subordinate clause TOPIC/OBJ, a relation which
is not semantically possible. Comrie and Matthews (1990) provide an additional
explanation for the ungrammaticality of these examples based on discourse func-
tions: they are ungrammatical because the tough construction serves to topicalize
the subject, and dummy arguments cannot be topics.

Postal (1974) cites the examples in (35) and discusses the difference in mean-
ing, a difference which is unexpected if the subject of tough predicates is non-
thematic.

(35) a. Nothing is hard for Melvin to lift. (only wide scope)

b. It is hard for Melvin to lift nothing. (narrow scope)

Jones (1983) notes a similar difference in interpretation related to the possibil-
ity for a non-specific interpretation of someone in tough constructions, as in (36).

(36) a. It is easy to fool someone.

b. ?? Someone is easy to fool.

Finally, consider evidence from idioms. Past reasoning on this issue has been
as follows (Berman 1973; Bayer 1990; Jacobson 1990). Idioms are allowed with
subject raising verbs, whose subject is nonthematic, but not with equi verbs. Id-
ioms are also acceptable with tough predicates. Therefore, the subject of tough
predicates must be non-thematic. Examples are shown in (37).

(37) a. Tabs seem to have been kept on my brother. (raising)

b. *Tabs are eager to be kept on my brother. (equi)
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c. Tabs are difficult to keep on my brother. (tough)

However, in a detailed study of idiomatic expressions, Nunberg et al. (1994)
show that the examples in (37) involve what they call “idiomatically combining
expressions”, not true idioms. Many idiomatically combining expressions are ac-
ceptable with equi as well as tough predicates, depending on the meanings of the
parts of the expression:

(38) An old dog never wants to be taught new tricks. (equi)

(39) a. Some strings are harder to pull than others. (tough)

b. The law can be hard to lay down. (tough)

As Nunberg et al. show, true idioms are not possible with tough predicates be-
cause, like equi verbs, they are semantically incompatible with a thematic subject
position:

(40) *The bucket is easy to kick in wartime. (tough)

This evidence indicates that the subject of tough predicates in missing object
constructions is thematic; as Bayer (1990) notes, this necessitates positing two
different argument structure frames for some tough predicates.

3.5.2 Semantic constraints on the complement of tough

In addition to constraints on their subject, tough predicates also impose semantic
constraints on their complement, originally explored by Nanni (1978) (see also
Lasnik and Fiengo 1989; Clark 2000): the complement of a tough predicate is
required to be volitional or intentional with respect to its subject. Examples from
Berman (1973) and Nanni (1978) in (41) support this view:

(41) a. *The park was tough for there to be men sitting in.

b. *The money was tough for John to lack.

c. *That expensive dress was easy for Mary to want.

d. *The hardcover edition was hard for the teacher to prefer.

e. The man was hard for Mary to find attractive/*sick.

f. The children were difficult for us to return unharmed/*exhausted.
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Nanni (1978) shows that stativity is not the relevant factor in determining the felic-
ity of the examples in (41). That is, although most of the ungrammatical comple-
ments in (41) involve stative predicates, grammatical examples of tough predicate
complements with stative predicates are also found:

(42) a. The lecture is hard for me to understand.

b. Your cousin is difficult for me to like.

c. Her transgressions are easy for us to forgive.

This restriction to intentionality solves a long-standing puzzle in the ungram-
maticality of examples in which the object of a raising verb is the subject of a tough
predicate. The example in (43a) is originally due to Chomsky (1973), discussed
in Postal (1974); another example from Berman (1973) is seen in (43b) (see also
Zwicky 1987).

(43) a. Smith was easy for Jones to force to recover. (equi)

b. *Smith was easy for Jones to expect to recover. (raising)

c. *John is impossible to expect to understand that book. (raising)

The explanation for the ungrammaticality of the examples in (43) is that raising
verbs are generally not volitional with respect to their subjects. In fact, it is possible
for the tough construction to involve a raising verb of the appropriate semantic type;
Nanni (1978) provides example (44), attributed to Partee.

(44) This analysis was hard for us to prove to be correct. (raising)

In sum, we conclude that tough predicates are semantically two-place predi-
cates in the missing-object tough construction. The subject of tough predicates is a
thematic argument of that predicate, as was shown in the f-structure in (32); there
are also semantic restrictions on the complement of the tough predicate in that it
must be intentional with respect to the subject.

4 Tough and other long-distance dependencies

We have shown that there are two types of missing object constructions in En-
glish: need-type predicates are complex predicates, while tough predicates involve
long-distance dependencies. In this section, we examine constraints on the long-
distance dependency in tough predicates, concentrating primarily on the canonical
examples involving an adjective like tough with an infinitival complement. Our ba-
sic question is: What paths are possible in long-distance dependency constructions
in English and cross-linguistically?
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4.1 Constraints on tough-type dependencies

Besides the nominal island constraints mentioned in Section 3, tough constructions
obey constraints forbidding adjunct gaps, subject gaps, and extraction from tensed
clauses.

First, it is impossible to extract an ADJUNCT with a tough predicate, even if it
is an NP, as in (45) (Bayer 1990).

(45) *Tuesday would be difficult to take the exam.

However, it is possible to extract the OBJ of an ADJUNCT, as in (46) (Grover
1995: Chapter 5). The long-distance path in a tough construction cannot end in
an ADJUNCT; it must end in an OBJ.

(46) a. This violin is easy to play the sonata on.

b. Kim is difficult to sit next to.

Second, subject gaps are not allowed, as in (47) (Hukari and Levine 1987;
Gazdar et al. 1985). Once again, the path must end in OBJ, not a SUBJ.

(47) *Mary is hard for me to believe kissed John.

Third, extraction from tensed clauses is forbidden or at best marginal (Postal
1971; Bresnan 1971; Nanni 1978; Hukari and Levine 1987), although Kaplan and
Bresnan (1982) and Calcagno (1999) present similar examples which they claim
are grammatical. This is shown in (48).8

(48) %Mary is hard for me to believe Leslie kissed.

A puzzle remains with regard to the tough path: Double object constructions
are questionable in the tough construction, no matter which object participates in
the construction. We do not examine this problem further here.

(49) a. *Kim would be easy to make a cake.

b. *A cake would be easy to make Kim.
8Kaplan and Bresnan classify (i) as grammatical and Calcagno (1999) presents (ii) as grammati-

cal.
(i) Mary is tough for me to believe that John would ever marry .

(ii) That kind of mistake is hard to realize you’re making .
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Here we outline the precise nature of the path for tough predicates. The first
grammatical function in the body of the path is always COMP, since this is the
grammatical function of the complement of the tough predicate. The bottom of
the path is always OBJ.9 This leaves us with determining the rest of the body of
the path. Based on the paths found in the examples in the papers cited and then
extrapolating for the unbounded dependency, we get the hypothesized path in (50):

(50) ( COMP TOPIC) = ( COMP XCOMP ( OBL ADJ ) OBJ)

In (50), the body of the functional uncertainty is COMP XCOMP ( OBL ADJ ),
while the bottom is OBJ. We require an additional constraint on the body of the
path, that it cannot contain a tensed element. In English, this falls out from the
definition of XCOMP, since English XCOMPs are always non-finite. This proposal
is similar to the proposal of Yamamoto (1996), but differs in several respects. Ya-
mamoto (1996) assumes that the relation between the SUBJ of the tough predicate
and the complement OBJ is one of functional control, not anaphoric control of a
topic as we assume. Also, Yamamoto’s proposal does not account for OBJ gaps
inside adjunct or oblique phrases, which we have shown to be possible.

As mentioned above, some speakers allow a more unconstrained path; for ex-
ample, Kaplan and Bresnan (1982) classify (51) as grammatical, where the path
passes through the finite complement of believe:

(51) %Mary is tough for me to believe that John would ever marry .

This kind of variation is expected, since the long-distance path may vary within
universally set parameters.

4.2 Variations in long-distance dependencies

Although long-distance dependencies are involved in both question and relative
clause formation and in the tough construction, they do not involve the same path
(Grover 1995; Hukari and Levine 1987, 1991). This can be easily seen by compar-
ing the range of possible wh-questions with possible tough constructions. Question
formation involves a much greater range of possibilities for the long-distance path.
The basic English long-distance dependency path from Kaplan and Zaenen (1989)
is seen in (52).

(52) ( TOPIC) = ( COMP, XCOMP * (GF COMP))
9Pollard and Sag (1994) capture these constraints by requiring the gapped constituent to be an

accusative NP. That is, their generalization involves case and not grammatical function.
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First, consider the bottom of the functional uncertainty. As seen in section 4,
only OBJ is allowed as the bottom for the tough construction, SUBJ and other gram-
matical relations are impossible. However, question formation allows a large range
of grammatical functions as bottom, including SUBJ, as in (53a), and ADJUNCT, as
in (53b).

(53) a. Who do you think saw Bill? (SUBJ)

b. When do you need to leave? (ADJUNCT)

Next, consider the body of the functional uncertainty involved in the two con-
structions. This is also different and, once again, more possibilities are available
for question formation. As discussed earlier, the gap in the tough construction can-
not appear in a finite clause. In contrast, question formation can involve certain
finite clauses, as in (54).

(54) a. Which question did Bill think we asked the teacher?

b. Who did you say that Mary saw?

This variability in long-distance dependencies can also be seen cross-linguisti-
cally. For example, the long-distance path for question formation and topicalization
in Icelandic is much less restricted than that in English, as seen in (55a) (Kaplan
and Zaenen 1989) in which the bottom of the path can be any grammatical function
and the body can be any grammatical function except ADJUNCT. In contrast, the
path in Tagalog is much more restricted, as seen in (56) (Kroeger 1993), in which
only SUBJ or SUBJ of SUBJ, etc. can occur.

(55) a. Icelandic: ( TOPIC) = ( (GF-ADJ) GF)

b. Tagalog: ( TOPIC) = ( SUBJ )

5 Conclusion

We have shown the existence of two types of MOC in English. Need-type MOCs
are complex predicates, and tough-type MOCs are long-distance dependencies.
Cross-linguistically, complex predicate formation in missing object constructions
is quite common. In particular, Huang (1997) shows in detail that missing ob-
ject constructions in Chinese and Japanese are complex predicates. Huang (1997)
provides four pieces of evidence that Chinese lexical tough constructions involve
complex predicate formation: the constructions respect lexical integrity, they be-
have like a disyllabic verb in question formation, they are demonstrably intransitive
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and stative, and they show idiosyncratic gaps and suppletive semantic shifts. Huang
also goes on to demonstrate that the Japanese tough construction involves complex
predicate formation.

Missing object constructions in other languages have often been noted to allow
only short-distance paths: Grover (1995) discusses missing object constructions in
Dutch, Italian, and Spanish, noting that in all of these languages the relation be-
tween the subject of the tough predicate and the argument of the complement verb
is very strictly bounded, suggestive of complex predicate formation. Further in-
vestigation may reveal the prevalence of need-type “missing object constructions”
involving complex predicate formation.

In contrast, tough predicates involve anaphoric control between the subject of
the tough predicate and the TOPIC of the tough complement. The relation between
the TOPIC and the “missing object” is a long-distance dependency, though the prop-
erties of this dependency differ from the dependency in question formation. Thus,
long-distance dependencies can vary within a language and cross-linguistically;
this work constitutes a first step toward a universal typology of long-distance de-
pendencies both within and across languages.
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1 Introduction

Current syntactic theories differ greatly in how abstract syntactic structure is repre-
sented. In theories in which grammatical functions are defined in terms of phrase
structure configuration (for example, Speas 1990), the subject or external argument is
distinguished from the nonsubject arguments on the basis of phrase structural criteria,
and differences among nonsubject arguments are ascribed to differences in their phrasal
position. In HPSG (Pollard and Sag 1994) and some versions of categorial grammar
(Dowty 1982), grammatical functions are defined in terms of a functional hierarchy,
usually taken to represent relative syntactic obliqueness. In such theories, syntactic
distinctions among arguments follow from their relative position on the functional hi-
erarchy. In more recent versions of HPSG (Manning and Sag 1999), the subject is
given a special status, different from other grammatical functions, but any differences
among nonsubject grammatical functions are assumed to follow from the functional
hierarchy.

Still other theories assume a much more informationally rich representation of
grammatical functions; each argument of a predicate is identified as bearing a partic-
ular grammatical function such as subject, object, complement, or oblique, each with
different grammatical properties. Lexical Functional Grammar (Bresnan 1982; Dal-
rymple et al. 1995) is an exemplar of such a theory, as are the theories of Relational
Grammar (Perlmutter 1983) and Construction Grammar (Kay 1998). It is reasonable

For helpful discussion, we are grateful to Alex Alsina, Joan Bresnan, Miriam Butt, Myong-hi Chai,
Sungdai Cho, Chris Culy, Stefanie Dipper, Martina Faller, Cathrine Fabricius Hansen, Stig Johansson, Stefan
Kaufmann, Tracy Holloway King, Hanjung Lee, Joakim Nivre, Anneliese Pitz, Christer Platzack, Peter Sells,
Jane Simpson, Kjell Johan Sæbø, Ida Toivonen, and the audience at LFG2000.
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to ask whether this more elaborate representation is in fact warranted, or whether a
simpler theory of grammatical functions would suffice.

We will show that the fine distinctions among different grammatical functions pro-
vided by a theory like LFG are necessary in the description of the syntax of clausal
complementation. A clausal complement can bear one of two grammatical functions
to a predicate: some clausal complements bear the OBJ function, while others bear the
COMP function, the grammatical function traditionally assumed for clausal comple-
ments in LFG. In some languages, all clausal complements bear the same grammatical
function. More interestingly, clausal complements in what we call mixed languages
can bear either grammatical function: some clausal complements are COMP and some
are OBJ, depending on the requirements of the matrix predicate.

Evidence from mixed languages shows that a binary distinction between subject
and nonsubject arguments of a predicate is insufficient to capture the syntactic behav-
ior of clausal complements. Even a hierarchically-defined distinction among grammat-
ical functions cannot predict the different behavior of clausal complements in mixed
languages. Consider, for example, a two-argument predicate subcategorizing for a
SUBJ and a clausal complement in a mixed language: the distinction between OBJ
and COMP clausal complements does not follow from their position on the functional
hierarchy, since both arguments occupy the same hierarchical position relative to the
SUBJ argument. Some additional abstract syntactic distinction is also necessary.

In the following, we will provide a sketch of several languages that demonstrate
that clausal complements are not restricted to realizing a single grammatical function.
We will focus primarily upon finite declarative clausal complements, the clearest cases
illustrating a COMP/OBJ distinction. An interesting further question, which we will
not address here, concerns the status of infinitival clauses. Since, as we will show, some
clausal arguments bear the OBJ function, it is natural to suppose that at least some
infinitival complements (those that are anaphorically controlled) can also be OBJ: see
Lødrup (1991) for discussion.

We will also focus on sentences with no nonthematic or pleonastic arguments, and
thus we will not discuss examples involving ‘extraposed’ clauses such as:

(1) It surprised me that it snowed.

Under some analyses, extraposed clauses are analyzed as a kind of apposition to the
nonthematic argument (Berman 1998), while other approaches analyze extraposed clauses
as bearing the same grammatical function as the nonthematic argument (Berman et al.
1998). In fact, however, extraposed clauses seem to have the same grammatical proper-
ties that we expect a COMP to have (Culy 1994), so that a crosslinguistic examination
of the syntactic behavior of extraposed arguments could provide further evidence for
the existence of mixed languages.

2 The grammatical functions of complement clauses

In some languages, all clausal complements bear a uniform grammatical function. For
example, all complement clauses bear the grammatical function OBJ in Icelandic, Nor-
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wegian and Spanish, as described by Thráinsson (1979), Lødrup (1991), and Plann
(1986).1

Alsina et al. (1996b) propose that all clausal complements bear the grammatical
function OBJ, and that any differences in syntactic behavior between NP objects and
clausal complements should be accounted for only in terms of the difference in their
phrase structure category. They argue that this leads to a generally more parsimonious
theory, and further that the grammatical function COMP has no place in Lexical Map-
ping Theory and should therefore be eliminated. Indeed, Alsina et al. (1996a) hint at
an analysis in which a language with no syntactic differences between NP objects and
clausal complements is assumed to have clausal complements of the category NP.

We believe that there are several difficulties with this proposal. Most importantly,
we will show that mixed languages exhibit no distinction in phrase structure category
between OBJ and COMP clausal complements. In these languages, there is no basis
for an appeal to phrase structure distinctions to explain the differing syntactic behavior
of complement clauses.

We also do not believe that the limitations in linking analyses of clausal arguments
constitute a serious argument against the existence of COMP. There is general agree-
ment that LMT in its classical version is too limited, and current research on linking
seeks to extend it in various directions. One way of integrating COMP into LMT is
outlined by Zaenen and Engdahl (1994), who propose that COMP and XCOMP bear
the thematic role PROPOSITION. They claim that this role is intrinsically associated
with a restricted grammatical function and bears the feature +R. This is a welcome
step towards a complete theory of linking and clausal arguments, but it has a serious
drawback: it does not allow for clausal complements to bear the OBJ function. We will
not discuss an alternative LMT treatment of clausal complements here, but the idea that
COMP is +R will be important to our approach as well.

In what follows, we will discuss the grammatical properties we expect COMP and
OBJ clausal complements to have, and show how these expectations are borne out by
data from English, German, Swedish, and Slave.

3 Mixed languages: English, German, Swedish

Clausal complementation in English, German and Swedish is fundamentally similar.
In all three languages, a clause with the complementizer that/dass/att can be either
COMP or OBJ: all three are mixed languages. This similarity has not been systemat-
ically recognized in traditional or generative grammar. German grammar has always
made a distinction between what we take to be COMP and OBJ clausal complements
(see, for example, Duden 1984:668; Breindl 1989; Webelhuth 1992; Zifonun et al.
1997:1097). English grammar, on the other hand, usually assumes a single type of
clausal complement. Traditional grammar assumed that they are objects (Jespersen
1924:103; Quirk et al. 1985:1049), while generative grammar since Emonds (1970)
has assumed that they are (what we take to be) COMPs. An interesting exception is
Foley and Valin (1984:252–254), who assume that English has two kinds of clausal

1Lødrup (1991) points out a handful of exceptional predicates in Norwegian that seem to take COMP
complement clauses; one example is the adjective glad ‘happy’.
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complements, along the lines proposed here. Swedish grammar has never really fo-
cused upon this question (but see Ralph 1975; Teleman et al. 1999:533–534).

An objective clausal complement in English, German, and Swedish can also appear
as the second of two objects, as in (2):

(2) He told us [that it is raining].

In example (2), the OBJ of told is us, and the complement clause that it is raining bears
the grammatical function OBJ . In such cases, we expect the complement clause to
share grammatical properties with nominal OBJ s. However, we will not focus upon
verbs that take double objects, to avoid the complications raised by variation in double
object systems.

In the following, we will show that verbs such as English believe, German glauben
‘believe’, and Swedish tro ‘believe’ take either NP or CP OBJs. These verbs contrast
with verbs that take COMP clausal complements, such as English hope, German sich
freuen ‘be happy’, and Swedish yrka ‘insist’.

Alternation with NP object We expect a verb that takes a clausal OBJ to take a
nominal OBJ as an alternative; if subcategorization requirements are stated purely in
terms of grammatical functions, and no semantic factors preclude a nominal OBJ, either
type of OBJ should be possible.2

In English, German and Swedish, verbs that take OBJ clausal complements also
allow NP objects:

(3) Eng: I believe [that the earth is round] / it

Ger: Ich glaube [dass die Erde rund ist] / es
I believe [that the earth round is] / it
‘I believe [that the earth is round]/it.’

Swe: Jag tror [att jorden är rund] / det
I believe [that the.earth is round] / it
‘I believe [that the earth is round]/it.’

In contrast, verbs that take COMP clausal complements do not allow nominal proforms:

(4) Eng: I hope [that it will rain] / *it

Ger: Ich freue mich [dass Hans krank is] / *das / *es
I am.happy Refl that Hans sick is / it
‘I am happy [that Hans is sick]/it.’

(Webelhuth 1992:104–105)

Swe: Kassören yrkade [att avgiften skulle höjas] / *det
the.cashier insisted that the.tax should be.increased / it
‘The cashier insisted [that the tax should be increased]/it’

2To be more exact, our claim concerns alternation with a thematic OBJ. Non-thematic OBJs are possible
with a much larger set of verbs, as shown by a sentence like:

(i) He complained himself hoarse about the bad coffee. (Pesetsky 1993)
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Coordination In some languages, an NP object can be coordinated with a clause. In
these cases, the clause also bears the OBJ function:

(5) Pat remembered [the appointment] and [that it was important to be on time].
(Sag et al. 1985:165)

All three languages allow, to some extent, an NP object to be coordinated with a clause.
Sag et al. (1985:164–165) claim that such coordinations are permitted by ‘many speak-
ers ... in certain environments’ in English, and they seem to have roughly the same
status in German and Swedish.

(6) Ger: Er vergass [die Verabredung] und [dass es wichtig war, pünktlich zu sein].
he forgot the appointment and that it important was on.time to be
‘He forgot the appointment and that it was important to be on time.’

(7) Swe: Han glömde [mötet] och [att det var viktigt att vara precis]
he forgot the.appointment and that it was important to be on.time
‘He forgot the appointment and that it was important to be on time.’

It has also been noted that not all examples of this structure are acceptable:

(8) *He proposed [a 20% reduction for the elderly] and [that the office be moved
to the suburbs].
(Emonds 1970:85)

We do not believe that the unacceptability of example (8) constitutes clear evidence
against our analysis, however, since a number of poorly-understood grammatical and
extragrammatical factors influence the acceptability of coordination.3 Examples like
(8) show that the acceptability of coordinating with an NP OBJ cannot be a necessary
property for a clausal complement to be an OBJ.

Passive We follow Zaenen and Engdahl (1994) in assuming that COMP is a restricted
grammatical function, thus differing from OBJ, which is unrestricted. At the level of
a-structure, the semantic argument which is realized as OBJ is classified as R, while
the semantic argument which is realized as COMP is (possibly lexically) classified as
+R. We predict, then, that the R argument can be realized as a SUBJ if the external
argument is demoted, as in the passive, while the +R argument cannot be realized as a
SUBJ. This prediction is borne out in English, German and Swedish:

(9) Eng: That the earth is round was not believed
3For example, even though examples (i) and (ii) are syntactically very similar, (ii) is much less acceptable

than (i):

(i) Pat is a Republican and proud of it.

(ii) ??Pat is a Republican and stupid.
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Ger: Dass die Erde rund ist, wurde nicht geglaubt
that the earth round is was not believed
‘That the earth is round was not believed.’

Swe: Att sosserna vinner valet antas allmänt
that the.social.democrats win the.election is.assumed generally
‘That the Social Democrats win the election is generally assumed.’

(10) Eng: *That it would rain was hoped

Ger: * Dass Hans krank ist wurde ihn nicht informiert
that Hans sick is was him not informed
‘That Hans was sick was not informed him.’

Swe: *Att avgiften skulle höjas yrkades
That the.tax should be.increased was.insisted
‘That the tax should be increased was insisted’.

Of course, a verb that takes a COMP is not precluded from appearing in passive voice;
passivization is possible if another argument besides the COMP becomes the subject
of the passivized verb:

(11) John was informed that it would rain.

(12) It was hoped that it would rain.

Unbounded dependencies OBJ arguments can enter into an unbounded dependency;
for example, a topicalized argument can fill the OBJ function. In contrast, most lan-
guages do not allow a COMP to enter into an unbounded dependency. This is true of
English, German and Swedish, as shown by the following examples.

(13) Eng: That it would rain, everybody believed

Ger: Dass Hans krank ist glaube ich
that Hans sick is believe I
‘That Hans is sick, I believe.’

(Webelhuth 1992:103)

Swe: Att sosserna vinner valet antar man
that the.social.democrats win the.election assumes one
‘That the Social Democrats win the election, one assumes.’

(14) Eng: *That it would rain, everybody hoped.

Ger: *Dass Hans krank ist freue ich mich
that Hans sick is am.happy I Refl
’That Hans is sick, I am happy’

(Webelhuth 1992:105)

Swe: *Att avgiften skulle höjas yrkade kassören
that the.tax should be.increased insisted the.cashier
‘That the tax should be increased, the cashier insisted.’
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The data in (13–14) is usually discussed in terms of Higgins’s Generalization (Higgins
1973), expressible as in (15):

(15) A clausal argument can enter into an unbounded dependency only if it is in an
NP position, i.e. a position in which an NP is possible as an alternative to the
clausal argument.

How this insight should be implemented has often been discussed (Stowell 1981; Ka-
plan and Bresnan 1982; Emonds 1985; Kaplan and Zaenen 1989; Webelhuth 1992;
Postal 1994; Bošković 1995; Büring 1995; Berman 1996; Odijk 1998; Bresnan 2000).
In our framework, all that is needed is a stipulation that a COMP cannot enter into
an unbounded dependency (or that a COMP cannot be identified with a TOPIC). This
was originally proposed by Kaplan and Zaenen (1989). However, Kaplan and Zaenen
assume that a clausal complement is always a COMP when it is not a part of an un-
bounded dependency. In their analysis, a verb like believe takes either a COMP or an
OBJ, and the grammaticality of an example like (13) is due to the fact that the topical-
ized clause is associated with the OBJ function rather than COMP (see also Bresnan
2000:215). Our analysis is different in that the clausal complement of a verb like be-
lieve always bears the OBJ function; Lødrup (2000) provides further discussion.

The prohibition against topicalizing COMP does not seem to hold for all languages.
Languages allowing topicalized COMP include older German (Breindl 1989:181, 206)
and Slave (see Section 4).

Complementation of nouns, adjectives and prepositions Nouns and adjectives are
intransitive categories, and we expect them not to take OBJ clauses. There is no reason
they should not take COMP clauses, however, and nouns and adjectives do take COMP
clauses in English, German and Swedish.4

(16) Eng: certain that we will win.
the certainty that we would win

(17) Ger: froh, dass es alle geschafft haben
happy that it everyone made has
‘happy that everybody has made it’

die Sorge, dass ihrem Sohn etwas zustossen könnte
the fear that their son something happen could
‘the fear that something could happen to their son’

(18) Swe: stolt att han skall befordras
proud that he should be.promoted
‘proud that he will be promoted’

hoppet att han skall befordras
the.hope that he should be.promoted
‘the hope that he will be promoted’

(Ralph 1975)

4It might be claimed that German adjectives are transitive, since some adjectives can take a nominal
complement. These NPs are dative or genitive, however, and should probably be considered oblique phrases;
see, for example, Riemsdijk (1983).
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A language that has only OBJ clausal complements is predicted not to have clausal
complements with nouns and adjectives; this is the situation in Spanish, Icelandic, and
Norwegian.5 We assume that a complement to a noun such as belief is an apposition
(the belief that we will win), and that these complements can appear even in a language
with no COMPs; see Stowell (1981) and Lødrup (1991) for discussion.

In contrast, prepositions are a transitive category, and we expect them to take OBJ
clauses. This is a point that is not without its problems, and it is clear that English,
German and Swedish behave in different ways. Swedish prepositions take OBJ clauses
without any special restrictions:

(19) Swe: Jag väntade på [att hon skulle komma]
I waited for that she should come
‘I waited for her to come.’

(Andersson 1974:7)

English is a more complicated case, since a clause cannot appear in the complement
position of a PP. However, an English preposition can take a displaced clausal OBJ:

(20) That he might be wrong he didn’t think of. (Kaplan and Bresnan 1982:242)

A clausal OBJ is also (to some extent) possible if it is coordinated with an NP OBJ, as
in (21), originally discussed by Sag et al. (1985):

(21) We talked about Mr. Colson and that he had worked in the White House.

The unavailability of in-situ clausal objects of prepositions in English must be due to
constraints on constituent structure configurations, not functional syntactic factors; see
Section 5 for further discussion of this point.

German is an even more complicated case. A couple of prepositions (anstatt ‘in-
stead of’, ohne ‘without’) can take finite clausal complements, while the majority can-
not.6 German sentences like (20) are unavailable for independent reasons: German
does not allow preposition stranding. Sentences like (21) seem to be marginally possi-
ble, and thus give meager evidence for the possibility of OBJ clausal complements of
prepositions. The fact that only a few German prepositions take clausal complements
represents a problem for our theory — and probably for most other theories as well.
We return to this problem in Section 5.

We have shown that there is solid evidence that English, German and Swedish are
mixed languages with both COMP and OBJ clausal complements. Some problems
remain, however; for instance, Bresnan (1995) argues that the reason for the unaccept-
ability of example (21) is that, contra our assumptions, clausal OBJs are not possible
in English:

(22) *On the roof was written that enemies are coming.
5As noted in footnote 1, there are a few exceptional Norwegian adjectives which take COMP arguments.
6As pointed out by Jane Simpson (p.c.), the preposition without can take a clausal complement in some

nonstandard dialects of English: You don’t know about me without you have read a book by the name of The
Adventures of Tom Sawyer (Mark Twain, Huckleberry Finn). See Dubinsky and Williams (1995) for more
discussion.
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We do not have an alternative explanation of why (22) is unacceptable. One might want
to base an explanation upon the function of the clausal argument as a presentational
focus, but this seems to be difficult. Bresnan notes that the Chicheŵa counterpart of
(22) is fully grammatical, and the same is true of its corresponding presentational focus
sentence in Norwegian. (Norwegian does have a restriction that is similar to the English
one; the difference is that it only concerns active sentences.) A more general point is
that presentational focus sentences are subject to a number of restrictions that are not
fully understood; for example, they often disallow manner adverbs, agent phrases, and
so on. This makes the evidence from presentational focus sentences somewhat delicate.

4 Another mixed language: Slave

Rice (1989) shows that Slave, an Athapaskan language spoken in western Canada, has
both OBJ and COMP clausal complements. Rice represents this difference in gram-
matical function in phrase structure terms, proposing that the clausal complements that
behave as OBJ are dominated by an NP, while those that behave as COMP are not dom-
inated by NP. Thus, according to her analysis, the difference between OBJ and COMP
in Slave is mirrored by a difference in phrase structure category. However, there is
no morphological or phrase structural evidence for this distinction. Rather, we take
her evidence as supporting a functional distinction between OBJ and COMP clausal
complements.

Slave verbs are morphologically complex, including incorporated pronominal af-
fixes, adverbs, and derivational affixes. A Slave sentence may consist of a single verb:7

(23) kásey hkw’i Rice (1989:634)
‘s/he pinched me’

Slave has an object pronominal affix go-, which Rice refers to as an ‘areal’ affix, ob-
serving that it ‘mark[s] that the object indicates time, place, or situation’ (p. 634). It
appears with an object like ‘house’ but not an object like ‘snowshoes’:

(24) gohts (Rice 1989:635)
‘s/he builds it (a house)’

(25) yehts (Rice 1989:635)
‘s/he makes it (e.g. snowshoes)’

Rice further observes that the areal object marker go- is unlike the other Slave pronom-
inal affixes in that it functions as an agreement marker, present whether or not there is
a full nominal object:

(26) k é god tl’é (Rice 1989:635)
house 2sg.paint.area
‘you (sg.) paint the house’

7Rice (1989) does not indicate morpheme boundaries and often does not give word-by-word glosses of
the examples she presents, and we will not attempt to add them.
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Morphological marking Rice (1989:1230) shows that the OBJ affix go- is used for
agreement with OBJ clausal complements, as with the verb ‘be surprised’:

(27) [l ráse] begha gudeyı́dli (Rice 1989:1230)
really 3.is.strong 3.for 1pl.was.surprised
‘we were surprised that he was so strong’

In contrast, with other verbs whose clausal complement is COMP such as ‘say’, using
the areal pronominal affix go- results in ungrammaticality:

(28) metá [ ek ahndeh gha] ndi (Rice 1989:1224)
3.father there 1sg.go FUT 3.say
‘His dad said that he is going there’

(29) *metá [ ek ahndeh gha] agodi (Rice 1989:1224)
3.father there 1sg.go FUT 3.say.area
‘His dad said that he is going there’

Alternation with NP object Example (27) shows that the verb ‘be surprised’ takes
a clausal object. According to Rice, the verb ‘be surprised’ also takes nominal objects,
although she gives only an example with a pronominal object:

(30) sudey li (Rice 1989:1231)
‘I surprised him/He was surprised by me’

This is expected; since the verb subcategorizes for an object, either a nominal or a
clausal object can appear. In contrast, the verb ‘say’ does not appear with a nominal
object or object affix. Rice provides the following ungrammatical example of the use
of a pronominal ‘fourth person’ object affix with the verb ‘say’:8

(31) * ayedi (Rice 1989:1224)
3 say 4

Unbounded dependencies Rice shows that in a clause with a third person subject
and a topicalized object, a pronominal object affix must appear on the verb:

(32) l ehkee kay hshu (Rice 1989:1197)
dog boy 3.bit
‘the dog bit the boy’

(33) [ ehkee] l kayey hshu (Rice 1989:1197)
boy dog 3.bit.4
‘the boy, a dog bit him’

When the COMP of the verb ‘say’ is topicalized, no affix appears on the verb:
8Rice (1989) observes that the ‘fourth person’ nonreflexive object pronoun is used when the subject is a

third person form.
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(34) [ ek ahndeh gha] metá ndi (Rice 1989:1224)
there 1sg.go FUT 3.father 3.say
‘His dad said that he is going there’

Unfortunately, Rice provides no example of a topicalized clausal object of a verb such
as ‘be surprised’, but our analysis predicts that an object pronominal affix would appear
in such a case.

Complementation of P Clausal arguments can appear as the object of an oblique
phrase, as with a verb like ‘help’:

(35) [dene k’ gudee] gogh bets’ ráhı́dı́ (Rice 1989:1230)
Dene like 3.opt.talk area.about 3.to 1pl.help
‘We are helping him to talk Dene’

In this example, the clausal complement is the object of the postposition gogho ‘about’,
which is marked with the areal agreement affix go-.

These tests show that Slave is also a mixed language: clausal OBJs behave like
nominal objects, and clausal COMPs behave differently.

5 C-structure and f- structure constraints

The architecture of LFG reflects the fact that the syntax of clausal complements is two-
faceted. What is an OBJ in f-structure can have different realizations in c-structure: as
an NP, a clitic, an affix, or a clause. Constituent structure constraints make reference
to phrasal category information, while functional constraints depend on more abstract
functional syntactic organization. Thus, we would expect that CPs, whether COMP
or OBJ, would obey similar constituent structure constraints despite their difference in
grammatical function, and that NP and CP arguments might behave differently, even
when they both bear the OBJ function. Connections between the two syntactic lev-
els can also be exploited to impose constraints on the c-structure form of f-structure
arguments.

5.1 C-structure generalizations

It is an old insight that there are restrictions on the distribution of clauses in c-structure
(see, for example, Kuno 1973, Dryer 1980). A CP may not appear in the canonical
subject position in English. Instead, a CP subject must appear in topic position. Func-
tionally, it is interpreted as both subject and topic (Bresnan 1994, 1995, 2000):

(36) *Does that he left bother them?
(cf. Does it bother them that he left?)
That he left bothers them.
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In the same way, the canonical object position is not a possible position for a CP in
English. Instead, a CP complement must appear closer to the end of the sentence, as
Emonds (1970:74–75) observed:

(37) *She won’t tell she is sick to the doctor.
She won’t tell the doctor she is sick.

This is true of all clausal complements, whether they are COMP or OBJ. We assume
that there is a position at the end of the VP for both COMP and OBJ clausal comple-
ments. (The clausal complement can also be “extraposed” to the end of the sentence,
but this is a general possibility for heavy constituents.) The descriptive generalization
for English is that the canonical subject and object positions can only contain NP/DP,
the prototypical category for realizing subjects and objects.9 Within a theory like LFG,
with its insistence on c-structure and f-structure as different levels of representation,
this situation is expected: arguments that have the same grammatical function do not
necessarily have the same behavior at c-structure.

Other languages allow CP in the canonical subject and object positions to a varying
extent. German and Swedish are like English concerning subjects, but Spanish allows
CP in the canonical subject position (Plann 1986). German allows CP in the canonical
object position of verbs (to some extent, cf. 5.2 below), and Swedish allows CP in the
canonical object position of prepositions (cf. example (19) above). Such generaliza-
tions concerning what categories can appear in what positions in c-structure must be
part of a syntactic description of any configurational language.

There is an interesting interaction between the functional and the structural parts
of our theory. The functional part predicts that a language that allows OBJ clausal
complements should allow clausal complements with prepositions. The structural part
says that a language can forbid a preposition to have a clause in object position in c-
structure. Taken together, this gives a perfect account of the situation in English. It also
gives an account of at least the main rule in German, if we allow ourselves to put aside
the two exceptional prepositions discussed in Section 3 above. The functional part
predicts that German prepositions should allow clausal complements, but the structural
part says that these clausal complements cannot be in object position in c-structure.
This leaves them with no place to go, since preposition stranding is not possible in
German.

5.2 Functional constraints on c-structure configuration

Functional information can also influence phrasal organization. For example, German
COMP and OBJ clausal complements can appear in different phrase structure positions.
The unmarked position for a clausal complement is at the end of the sentence, but
there is one position where an OBJ clausal complement can occur (at least for some
speakers; see Webelhuth 1992, Büring 1995), but not a COMP: the ‘middle field’. An

9This also accounts for the fact that clausal complements do not take secondary predicates:

(i) *I believe that he left to be outrageous.
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OBJ clausal argument is possible (for the speakers in question) in the middle field with
a verb like glauben ‘believe’, but not with a verb like (sich) freuen ‘be happy’:

(38) Ger: weil ich [dass Hans krank ist] nicht glauben kann
because I that Hans sick is not believe can
‘because I cannot believe that Hans is sick’

(Webelhuth 1992:107)

(39) Ger: *weil ich [dass Hans krank ist] mich nicht freuen kann
because I that Hans sick is Refl not be-happy can
‘because I cannot be happy that Hans is sick’

(Webelhuth 1992:107)

5.3 Phrasal category constraints

Grimshaw (1982) pointed out that a verb like express requires a nominal and not a
clausal OBJ:

(40) *The grammar expresses that the rule is obligatory.

The requirement for an OBJ of a particular phrase structure category is statable within
LFG by means of the predicate CAT (see Kaplan and Maxwell 1996 for a definition),
which associates f-structures with the set of category labels of the c-structure nodes
corresponding to that f-structure. The CAT predicate is also relevant in the analysis of
verbs such as grow, which require complements of a particular phrase structure cate-
gory (Kim grew political/*a success, Kim became political/a success; see Pollard and
Sag (1987) for more discussion). By using the CAT predicate, we can impose the spe-
cial requirement, relevant only for particular verbs, for the OBJ to be of a nominal and
not a clausal category. In the general case, and in the absence of semantic restrictions,
we assume that either a clausal or a nominal OBJ can appear.

6 Alternative proposals

In accounts of the varying syntactic behavior of clausal complements, treatments in-
volving preposition deletion have been proposed: on these accounts, a deleted or un-
pronounced preposition appears with the clausal complements that we call COMP
(Rosenbaum 1967). This proposal has its roots in the observation that the COMP of
a two-place verb often alternates with an OBL prepositional phrase. On this analysis,
preposition deletion in English must be treated as obligatory, except when the clause is
topicalized or passivized (in a pseudo-passive):

(41) That John would come, we all hoped for.

(42) That the plane flew at all was marveled at by them. (Rosenbaum 1967:83)

A different preposition deletion analysis would have to be proposed for Swedish, where
preposition deletion would be optional (with some predicators) when the clause is in
complement position, and impossible when the clause is topicalized or passivized (see
Ralph 1975; Teleman et al. 1999:533). A similar analysis involving optional deletion
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of a head could also be made for German: in this case, deletion of a ‘prepositional
proform’ like darüber ‘thereover’. An equivalent analysis can be found in traditional
German grammar, where our COMPs are included in the set of Präpositionalobjekte
‘prepositional objects’, a functional term that corresponds roughly to OBL in LFG.
See, for example, Duden (1984:668), Breindl (1989), and Zifonun et al. (1997:1097).

There are several reasons that preposition deletion should be abandoned. One prob-
lem is that it is not clear what the output of the operation of preposition deletion would
be, though the most natural expectation would be a PP with an unexpressed head.
We would then expect the resulting phrase to have the syntactic properties of an OBL
phrase, but this is not correct: there are important syntactic differences between COMP
and OBL .

Consider the following German data. Example (14) above shows that COMP can-
not be topicalized; in contrast, OBL can be topicalized:

(43) Ger: über die Situation habe ich ihn informiert
about the situation have I him informed
‘I have informed him about the situation.’

Example (39) above shows that COMP cannot appear in the middle field, whereas
OBL can:

(44) Ger: weil ich ihn über die Situation informiert habe
because I him about the situation informed have
‘because I have informed him about the situation’

And OBL and COMP cannot be coordinated:

(45) Ger: *Ich informierte ihn dass Hans krank ist und über die Situation
I informed him that Hans sick is and about the situation
‘I informed him that Hans is sick and about the situation’

Two of these differences are also relevant for English and Swedish: OBL can enter
into an unbounded dependency, whereas COMP cannot, and COMP and OBL cannot
coordinate. These facts would be impossible to account for in a natural way in a prepo-
sition deletion analysis. Moreover, we do not believe that the postulation of deleted
material or unpronounced elements is a desirable feature of any grammatical theory,
especially a non-derivational theory like LFG.

Other proposals have been made for treating mixed languages. For example, Pe-
setsky (1993) hints at an analysis that is not worked out, but which seems similar in
some respects to our proposal: verbs which on our analysis take COMP clausal com-
plements are those that specify that their thematic object must take zero case. Other
proposals (Stowell 1981; Webelhuth 1992; Bošković 1995) also analyze differences
between clauses in terms of abstract case. These proposals are like ours in positing an
abstract syntactic distinction between different kinds of complement clauses, lexically
governed by properties of the main verb.
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7 Conclusion

An important question is why clausal complements are treated in different ways in the
world’s languages. We have claimed that there is a grammatical function COMP that
is only realized by clausal complements, but that not all clausal complements realize it.
There is a solid empirical basis for this claim. The typologist and functionalist tradition
has contributed important insights concerning clausal complements in the world’s lan-
guages that have so far not found their way into generative grammar. Foley and Valin
(1984) show that the use of a finite clause as a core argument is a marked situation in
UG, which is only allowed for verbs of saying in some languages. A finite clause can
be grammaticalized as a core argument in more than one way. In some cases, the finite
clause is not really integrated into the syntax of the sentence; it is what Foley and Valin
(1984) call a peripheral argument, which does not take part in syntactic processes like
other core arguments. These peripheral arguments are COMPs in our terms. In other
cases, the finite clause is syntactically integrated, and will be an object in our terms.
Foley and Valin (1984) point out that peripheral and integrated clausal complements
can co-occur in the same language, using English as an example; in our terms, these
languages are mixed.

We have shown that a distinction between two kinds of clausal complements is nec-
essary in English, German, Swedish and Slave, languages that are typologically very
different. We have also shown that LFG, with its rich representation of grammatical
functions, is a framework that is especially well suited to account for this situation.
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1. Overview
Every once in a while, a theory needs to reevaluate its basic concepts. This reevaluation

is necessary because, over time, as more empirical data are covered, one tends to lose sight of
the original intent. What is involved in this reevaluation is not new data, but rather a new look
at old data.

In the case of LFG, one of the most basic concepts is the grammatical function. LFG
differs from almost every other generative theory in recognizing the centrality  of grammatical
functions. Other theoretical approaches recognize grammatical relations, but not grammatical
functions. The concept of grammatical relation is vague; it just means some relation that is
relevant to the grammar (or more precisely, the syntax). A grammatical function is something
much more specific—it is a link between structure and function. We can identify grammatical
relations by their (apparently arbitrary) properties; with grammatical functions, the properties
are the result if  we correctly understand the functions. Grammatical relations have no role in
explanation; grammatical functions should be the centerpiece of explanation.

One of the most problematic grammatical functions, perhaps the most problematic, is the
function SUBJ. It is problematic for two reasons. In the first place, SUBJs have many unique
properties, more than other grammatical functions. Among the properties of SUBJs, we note the
following (Keenan 1976, Andrews 1985).

 (1) a. binding theory prominence
Agent, if there is one
addressee of imperative
most likely to be pro-dropped

b. controllee in Raising
most likely crosslinguistically to be extracted
“chaining” i n coordinate structures
obligatory
often definite/wide scope
“external” structural position in configurational languages

c. controllee in Equi
verb agreement
not Case marked (“nominative”)
floats quantifiers

Second, in ergative and Phili ppine-type languages these properties are spli t between two
elements, with the properties in (1a) typifying one element, those in (1b) typifying another, and
those in (1c) going with one or both, depending on the language. A theory of grammatical
functions should predict the properties, and the split i n non-nominative-accusative languages.

The usual LFG view is that SUBJ is an argument function, specifically , the most
prominent argument function on the relational hierarchy. We will  call  this function ĜF, parallel
to the LFG notation 

��
 for thematically  most prominent argument. The natural properties of ĜF

would be ones involving hierarchies of arguments. Lexical specification of properties of
arguments would naturally  follow the relational hierarchy, so such properties as the ability  to
be pro-dropped and being the addressee of an imperative, which involve lexical specification (as
in (2)), are ĜF properties.
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 (2) a. “pro-drop” (
�

 AF PRED) = ‘PRO’
b. imperatives (

�
 AF NUM) = 2

Similarly, the mapping from thematic roles to grammatical functions, modeled in LFG as
Lexical Mapping Theory, matches the thematic hierarchy to the relational hierarchy. Therefore,
the thematically  highest argument (Agent) is mapped to the relationally highest grammatical
function (ĜF). What typifies all of these properties is that they are about local relations, as one
would expect from the properties of an argument function.

Another subject property that follows from the function of ĜF is binding theory
prominence. Despite the fact that binding is not necessarily  local, and is not related to predicate-
argument relations, it is clear from research on binding in LFG and other frameworks that it is
sensitive to hierarchies at various levels: a-structure (the thematic hierarchy), c-structure (linear
order), and f-structure (the relational hierarchy). The reason for the argument-sensitivit y of
binding may be explained by the perspective of Jackendoff  (1990), who views binding as an
extension of lexical conceptual structure argument binding. Whatever the reason, binding is
sensitive to argument status and, in particular, to the grammatical function ĜF.

Looking back at the original list of subject properties, the ones that are naturally
accounted for by assuming that “SUBJ”  is ĜF are the ones in (1a). However, the properties in (1b)
do not make sense from this perspective. To consider the status of these properties, it is useful
to divide them into two groups.

 (3) a. controllee in Raising
most likely crosslinguistically to be extracted
“chaining” i n coordinate structures

b. obligatory
often definite/wide scope
“external” structural position in configurational languages

The properties in (3a) are not local; they deal with relations between clauses. There is no reason
to expect these properties to follow from the SUBJ-as-most-prominent-argument approach. The
ones in (3b), while not nonlocal, are not related to argument hierarchies. Instead, they seem to
be based on the notion that the SUBJ is a distinguished element of the clause, with properties
beyond being in a particular position on the relational hierarchy. The fact that these properties
characterize a different element from the argument-related properties in certain types of
languages reinforces the conclusion that these properties do not follow from the nature of the
function ĜF.

We propose that the (1b) properties are associated with a grammatical function which
we call  PIV (pivot), following Foley and Van Valin (1984) and Dixon (1994). In the next section,
we will outline our proposal for the function PIV.

2. Pivots
We can divide the grammatical functions generally  assumed in LFG (as in, for example,

Bresnan in press) into three groups: the argument functions, the adjunct functions, and the
discourse functions. Of these, the argument functions and the adjunct functions are local in their
scope—they function to express local relations within their clause. The discourse functions, on
the other hand, relate elements to the larger discourse within which they are embedded. The



     1An interesting question about the Phili ppine-type languages is whether the benefactives, locatives, and other

elements that can be PIV are adjuncts. If  they are (and this is the most straightforward interpretation of the facts), nothing

in my account precludes this possibilit y. On the other hand, it is not clear how something like the inverse mapping

approach to be discussed in the final section of this paper could accommodate a nonargument as PIV.
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argument functions and adjunct functions are further distinguished from each other in terms of
the nature of their relation to the clause: arguments are directly (and lexically ) related to the
head, whereas adjuncts are related to the clause as a whole.

Something is missing from this set of relations expressed by grammatical functions: a
function expressing the relation between elements of a clause and the sentence (i.e. larger
syntactic structure) of which it is a part. It is this gap that we propose to close with the function
PIV. The function of the PIV function is primarily syntactic cross-clausal continuity, a kind of
sentence-internal topic. Just as a discourse topic (represented syntactically  in many languages
as the grammatical function TOPIC) identifies a single participant as the common thread running
through a discourse, the PIV is the common thread running through clauses that make up a
sentence.

Secondarily,  by virtue of being singled out, the PIV has the status of the distinguished
element of the clause. Although we will have nothing further to say about them here, such
properties as obligatoriness, definiteness, and scopal properties may be a result of this
“distinguished element” status of PIVs.

Crucially,  PIV is not inherently characterized in terms of argumenthood properties. The
function PIV  is thus related to the discourse functions; like FOCUS and TOPIC, it is a second
function assigned to an element of a clause. First and foremost, every element in syntax must
be licensed locally , by being either an argument or an adjunct; more global functions are then
added, or overlaid. Unlike such functions as FOCUS and TOPIC, PIV does not, as noted above,
relate to discourse; we will  therefore use the term “overlay function” (Johnson and Postal 1980)
to refer to the class of functions consisting of the discourse functions and PIV.

The typological distinction between nominative-accusative, syntactically ergative, and
Phili ppine-type languages is in the identifi cation of the PIV, which, as an overlay function, is
subject to the Extended Coherence Condition. In nominative-accusative languages, the equation
(4a) identifies the PIV and in syntactically  ergative languages (4b), while in Phili ppine-type
languages the “voice” morpheme is associated with a specification for PIV (4c).1

 (4) a. (
�

 PIV) = (
�

 ĜF)
b. (

�
 OBJ)  �   (

�
 PIV) = (

�
 OBJ)

c. “Active voice”: (
�
 PIV) = (

�
 ĜF)

“Dir ect object voice”: (
�
 PIV) = (

�
 OBJ)

“Indirect object/locative voice”: (
�
 PIV) = (

�
 OBJ� )

“Instrumental voice”:  (
�
 PIV) = (

�
 OBLInstr)

etc.

Note the f-structures for the following sentence from Samoan, a syntactically  ergative language
(from Mosel and Hovdhaugen 1992), and for its translation into English, a nominative-
accusative language.
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 (5) S
�

fasi le maile e le teine.
PAST hit ART dog ERG ART girl
‘The girl hit the dog.’

 (6) a.

[ ]
[ ]

TENSE PAST

PRED GF OBJ

PIV

GF

OBJ

‘ hit (   (  ) ’

“dog”

 “girl”

↑ ↑




















�
)

�

b. [ ]

[ ]

PIV

GF

TENSE PAST

PRED GF OBJ

OBJ

“girl”
 

‘ hit (   (  ) ’

“dog”

�

�
)↑ ↑





















The arguments map to the same grammatical functions in the two languages; the only difference
is the identifi cation of the PIV. There are other possibilities for the PIV as well.  In Acehnese, for
example, any core function can be the PIV (Durie 1985).

The idea that PIV is the function of syntactic cross-clausal continuity can be formalized
in a way that recaptures a lost idea from early LFG. In Kaplan and Bresnan (1982), it was
proposed that there is a locality  condition on functional designations, a proposal that was
subsequently abandoned with the advent of the formalism of functional uncertainty. The
abandonment of the functional locality  condition has left LFG with no formal expression of the
intuitive idea that arguments are beholden exclusively to the predicates of which they are
arguments. The PIV function allows us to express this: the only way to refer to a function in a
lower nucleus is through the function PIV. We call  this the Pivot Condition; it is a formal
statement of the functional role of PIV. We also propose, more tentatively, that PIV only functions
for outside-in designation.

 (7) The Pivot Condition
�

In a functional designation (�  … � … � ) where  and �  �  � , �  = PIV
α

( )→  PRED�
In a functional designation ( �  �  	 ) where �  is a single GF and and �  �  � , �  �  PIV

The PIV, then, is an element of a clause which is distinguished by being singled out as
the element of cross-clausal continuity in a sentence. As noted earlier, this makes it similar to
TOPIC, which is the function of cross-sentence continuity in a discourse. However, PIV is purely
syntactic in its scope, not relating directly to discourse matters. Interestingly, the position of PIV

in the c-structure of configurational languages confirms this view of PIV as being in some sense
intermediate between argument and adjunct functions on one hand and discourse functions on
the other. The structural position for arguments is as sister to the lexical heads of which they are
arguments, the closest possible structural position to the head. Adjuncts are typically adjoined
to a higher node, farther away from the head. Elements bearing discourse functions are farther



     2A similar explanation can be found in Bresnan (in press), where SUBJ is identified as being simultaneously an

argument function and a discourse function. However, Bresnan’s motivation for calli ng SUBJ a discourse function is not

entirely clear. I believe that the theory of pivots being proposed here captures the spirit of Bresnan’s approach, but in

a better motivated way.
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still,  either adjoined to IP or in [SPEC, CP]. The structural position typically  associated with PIV,
[SPEC, IP], is closer to the lexical head than the place of discourse functions but farther than
most adjuncts. The general picture that emerges is that configurational languages represent
grammatical functions iconically  in the c-structure. This approach also provides an explanation
for what in purely c-structural theories is a stipulated property of subjects: the “external”
structural position.2 However, the external position is not associated with an argument, so the
term “external argument” for SUBJ is inappropriate.

We will  further flesh out this picture by focusing on the analyses of extraction and
control. We will  show how the notions of PIV and ĜF provide the basis for an explanation of the
observed patterns.

3. Long-Distance Dependencies
The relevance of subjecthood to long-distance dependency constructions is not a new

observation. The fact that extraction of subjects is different from other types of extraction can
be shown in many ways. In this section, we will examine three aspects of extraction. First, we
will  show how subject extraction formally  differs from other types of extraction under the theory
of pivots, then we will discuss subject/nonsubject asymmetries in across-the-board extraction,
and finally , we will discuss the that-trace effect.

3.1. Extraction of Subjects and Nonsubjects
The LFG analysis of extraction constructions is based on the formalism of functional

uncertainty. As originally proposed (Kaplan and Zaenen 1989), a functional uncertainty equation
has the following form:

 (8) (
�
 DF) = (

�
 PathIn GF)

Under the Pivot Condition, “GF” can only be PIV.
There are some languages in which only the PIV can be extracted, as predicted, such as

Tagalog (Schachter 1976, Kroeger 1993), Jakaltek (Manning 1996), Dyirbal (Dixon 1994), Inuit
(Manning 1996), etc. For other languages, we follow Bresnan (in press) in hypothesizing the
availability of inside-out functional uncertainty li cencing of long-distance dependencies as a
loophole to the Pivot Condition. The more tentative half of the Pivot Condition will  rule out the
inside-out li censing of a long-distance dependency the lower end of which is PIV. This approach
thus draws a sharp distinction between the extraction of PIV and the extraction of other elements.
In this way, it echos an idea from early constraint-based theorizing (Gazdar 1981, Falk 1983)
that null c-structure nodes exist in long-distance dependencies except for cases of subject
extraction. Unlike the earlier accounts, however, the theory of pivots explains why “subject”
extraction is different.

Local “extraction” of PIV may be different still.  Since PIV is an overlay function, and in
configurational languages occupies an overlay function position, it can also be assigned other
overlay (discourse) functions as well.  Thus, at least in some languages, discourse functions are
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assigned to PIV in situ, without need for a special structural position. The outside-in equation
identifying a DF with a PIV will only be applicable in case the DF and local PIV are not identified
with each other. English is one such language; it has long been noted that matrix subject
questions appear to have the structure of ordinary declarative clauses. We assume, then, that
English has three ways of licensing long-distance dependencies.

 (9) a. (probably an optional annotation on verbs:)
(

�
 DF) �  (

�
 PIV) �  (

�
 DF) = (

�
 COMP+ PIV)

b. Annotated to null c-structure nodes:
�
 = ((COMP* GF 

�
) DF)

c.

( )
IP NP I

(  ) =   =  
(  ) =  

PIV

DF

→ ′
↑ ↓ ↑ ↓
↑ ↓

Other languages will have variations on this theme. For example, languages in which the PIV

cannot be locally assigned a discourse function will have a Kleene star instead of a Kleene plus
in the outside-in PIV equation (and will lack the conditional). Similarly, the outside-in equation
may be associated with different c-structure nodes in different languages.

3.2. Across-the-Board Extraction
One place where subject/nonsubject asymmetries have been observed is in across-the-

board extractions in coordinate structures. With one small addition, the above account of
extraction in English accounts for the across-the-board facts.

In English, across-the-board extraction can involve subjects at the top level of the
coordination in all clauses, or other elements in all clauses (nonsubjects and embedded subjects),
but not a combination of top-level subjects and other elements.

 (10) a. Who do you think [[beamed down] and [explored the planet]]?
b. What did you claim [[I brought back] and [everyone thinks is fascinating]]?
c. *Who do you think [[the captain likes] and [got promoted]]?

Across the board extraction of top-level subjects follows automatically. The outside-in equation
licensing PIV extraction will terminate at the coordinated complement, and the PIV thus identified
will distribute among the conjuncts (Kaplan and Maxwell 1988).



     3Joan Bresnan (personal communication) helped we work out some of the formal details here.
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 (11) a. CP

Who do you think (
�
 COMP) = �

S PIV

�  �  
�

and �  �  
�

S S

beamed down explored the planet

b. [ ]

[ ]

FOCUS

PRED

COMP

PIV

GF

PRED

PIV

GF

PRED

OBJ

“who”

‘ think 

 
‘ beamed down ’

 
‘ explore 

“the planet”

�

�

�

�

’

�

�

’





































































































However, since other functions cannot be licensed as the lower end of extraction dependencies
by outside-in specification (by the Pivot Condition), they must involve inside-out designation.
Inside-out designators cannot “escape” conjoined structures. The only way to li cense across-the-
board extraction in these cases is to associate the root of the coordinated structure with the
following equation:3

 (12) ( �  DF) = ((COMP*  
�
) DF)

This “copy” DF will be distributed between the conjuncts.
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 (13) a. CP

What did you claim (
�
 COMP) = �

( �  DF) = ((COMP*  
�
) DF)

S

�  �  
�

and �  �  
�

S S

I brought e back everyone thinks (
�
 COMP) = �

(
�

 DF) = (
�

 COMP+ PIV) IP

is fascinating

b. [ ]

[ ]

[ ]

FOCUS

PRED

COMP

FOCUS

PIV

GF

PRED

OBJ

FOCUS

PIV

GF

PRED

COMP

PIV

GF

“what”

‘ claim ’

“I”
 

‘ bring- back ’

“everyone”
 

‘ think ’

 

�

�

�

�

�

�

�

�

























































































































































Given this system, there is no way to li cense the subject-nonsubject version.
Other languages have slightly different patterns. For example, according to Saiki (1985)

in Japanese no subject-nonsubject combination is permitted in across-the-board extraction,
regardless of degree of embedding. The details will  depend on which nodes the various



     4In this specific case, Saiki proposes that the outside-in equation is annotated to the root of the relative clause. We

also assume that an outside-in equation can be associated with the root of the coordination.

 (i) a.

( )

NP S NP
(  ) =

(  ) =  ‘ ’

(  ) = (  )

ADJ

DF PRED PRO

DF GF *  PIV

→
↓ ∈ ↑ ↑ ↓

↓
↓ ↓

b. ( )
( )

S S CONJ S
(  ) = (( ) )

( ) = (  )

DF GF * DF

DF GF *  PIV

→
↓ ∈↑ ↑ ↑ ↓ ∈↑

↑ ↑

If PIV extraction cannot be licensed inside-out, this will result in the Japanese facts.

     5Shlonsky attributes this to še cliticizi ng to the element to its right. He claims that še is a “phonetic cliti c” on the

grounds that it is not related to another word (the way English that is), it cannot be contrastively stressed, and cannot

occur in isolation. He then argues for the possibilit y of syntactic clitici zation on the basis of a problematic (by his own

admission) analysis of  multiple wh constructions and on the basis of a particular analysis of free relatives in Hebrew.

The argument for še even being a phonetic clitic  is weak, as that is also resistant to contrastive stress and cannot occur

(as a complementizer) in isolation.
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functional uncertainty equations are annotated to.4

3.3. The that-trace effect
One of the best known, and least understood, constraints on extraction is the “ that-trace

effect.” It is usually  attributed to some ad hoc structural restriction. The theory of pivots
provides a new approach, one which is more principled and less arbitrary.

The first observation is that, contrary to what is generally  supposed, the that-trace effect
is a lexical property of the head complementizer. For example, as observed by Shlonsky (1988),
in Hebrew the complementizer še ‘that’ does not induce the that-trace effect, while im ‘i f’  does.5

 (14) a. Mi taanta še niceax et ha- romulanim?
who you.claimed that defeatedACC the- Romulans
‘Who did you claim (that) defeated the Romulans?’

b. *Mi šaalta im niceax et ha- romulanim?
who you.askedif defeatedACC the- Romulans
‘Who did you ask if defeated the Romulans?’

Sobin (1987) claims that some speakers of English display a similar pattern. So the that-trace
effect will be due to some marking in the complementizer’s lexical entry.

The second observation about the that-trace phenomenon is that different types of
complement clauses are more or less closely bound to the main clause. For example, Givón
(1990: 517) states that “cognition-utterance” verbs take complements which are less closely
bound to the main verb than verbs of modality and manipulation. He also discusses different
types of complements, and observes that finite complements involve a weaker bond than
nonfinite. These two observations are related to each other, since verbs of cogniti on and
utterance are more likely to take finite complements.

The complementizer, which marks the type of complement, is a natural place to expect



     6Or a complex predicate construction. Complex predicates, whatever the correct analysis, involve manipulations of

a-structure, so we will i gnore them here.

     7Abbreviations in the glosses: Aside from the obvious, ACT=Active “voice”, DO=Direct Object “voice”, IO=Indirect

Object (or Dative) “voice”, COMP=complementizer, LNK=linker. I gloss the Case marker for nonpivot Actors ERG.

     8In some languages, particularly Polynesian languages, Raising is not limited to PIV. We conjecture that these allow

inside-out raising. This conclusion is reinforced by the fact that in at least some of these languages a resumptive pronoun

is allowed in the XCOMP. Tagalog, too, has what Kroeger calls the “copy raising” construction, in which the controllee

is not the PIV.
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notions such as the bond between clauses to be grammaticalized. And, under the theory proposed
here, the bond between clauses is localized in the PIV. A loose bond with the main clause could
then be formalized as a lexical specification on the complementizer blocking identity of the PIV

with some higher element.

 (15) (
�

 PIV) �  ((GF*  COMP 
�
) GF)

This lexical specification has the that-trace effect as its consequence.

4. Control constructions
Control constructions provide a clear example of the complex interplay between notional

construction types and formal analysis. In the standard LFG analysis, equi constructions can
involve either functional control or anaphoric control.6 While standard analyses identify the
controllee as invariably SUBJ, the theory of ĜF and PIV make different predictions for the two
constructions. Anaphoric control is formally  similar to “pro-drop”: the verb licenses an
unexpressed pronoun as one of its arguments.

 (16) (
�
 Controllee PRED) = ‘PRO’ + constraints on referential possibilities for Controllee

Functional control, on the other hand, is a lexical property of the governing verb, which specifies
that one of its arguments is formally identical with an element in the XCOMP.

 (17) (
�
 Controller) = (

�
 XCOMP Controllee)

Due to length limitations, we will  not deal with the controller. We will , however, consider the
nature of the controllee in these two constructions. In the case of anaphoric control, the verb
specifies information about one of its arguments. Such argument-related specification is subject
to the relational hierarchy; if  it is limited to a single argument, it is limited to ĜF. On the other
hand, in functional control information about an element in a lower nucleus is specified. Under
the Pivot Condition, such specification can only involve PIV. We therefore predict that anaphoric
controllees, if  they are limited at all,  will  be limited to ĜF, while functional controllees must be
PIV. This can, of course, only be tested in languages which do not automatically  identify  ĜF and
PIV.

One language in which the prediction holds is Tagalog7 (Kroeger 1993). Kroeger shows
that in Raising, which has to be functional control, the controllee is the PIV.8
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 (18) a. (Kroeger (2.11))
Pinang- aakalaan si Fidel na makakagawa
IMPERF- think.IO NOM Fidel COMP ACT.NONVOL.FUT.do
ng mabute.
ACC good
‘Fidel is thought to be able to do something good.’

b. (Kroeger (2.13))
Malapit na si Manuel na hulihin ng polis.
STAT.closealready NOM Manuel COMP catch.DO ERG police
‘Manuel is about to be arrested by the police.’

For equi, he shows that, for semantic reasons, the controllee must be the Actor (i.e. ĜF).
However, there is a lexically  defined class of verbs which allow either the PIV or the ĜF to be the
controllee.

 (19) a. (Kroeger (4.48))
Nagpilit si Maria -ng bigy- an ng pera ni Ben.
PERF.ACT.insist.onNOM Maria COMPgive- IO ACC moneyERG Ben
‘Maria insisted on being given the money by Ben.’

b. (Kroeger (4.54))
Nagpilit si Maria -ng bigy- an ng pera si Ben.
PERF.ACT.insist.onNOM Maria COMPgive- IO ACC moneyNOM Ben
‘Maria insisted on giving money to Ben.’

Kroeger identifies the more common ĜF controllee construction as involving anaphoric control,
and the lexically governed PIV controllee construction as involving functional control.

While Kroeger’s account of functional control fits our prediction exactly, more needs to
be said about anaphoric control. On the one hand, Kroeger claims that semantic constraints on
control are enough to account for the properties of the construction, while on the other he
assumes a universal syntactic constraint limiti ng controllees to core arguments. It can be argued
that Tagalog has a syntactic constraint li censing ĜF as anaphoric controllee, a constraint which
operates in parallel to the semantic restrictions on control. Consider complement verbs in the
nonvolitive mood. Because of the semantics of nonvolitive mood, the complement ĜF cannot be
the controllee. However, in at least some cases, the ĜF can be an unexpressed pronoun with
arbitrary interpretation.

 (20) (Kroeger (4.46a)
Nag- atubili si Maria -ng ma- bigy- an ng pera
PERF.ACT-hesitate NOM Maria COMPNONVOL- give- IO ACC money
si Ben.
NOM Ben
‘Maria hesitated for (someone) to give the money to Ben.’

According to Kroeger, arbitrary interpretation is a property of anaphoric control; pro-drop in



     9I say “descriptive” instead of “empirical” because it is not clear to me that the theories can be distinguished

empirically. That is to say, any empirical facts that can be expressed in one can also be expressed in the other. The

question is rather how natural the description of empirical facts is.
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Tagalog does not allow it. This unexpressed ĜF must therefore be licensed by the same
mechanism that li censes anaphoric control. In this case, it cannot be the semantics of the control
construction, because those semantics rule out control with a nonvolitive complement. It must
be a syntactic specification allowing an unexpressed pronoun with control properties as ĜF.

In other languages, equi may be more consistent. For example, in Chukchee (Comrie
1979) and Inuit (Manning 1996) the controllee is always ĜF, and in Balinese it is always the PIV

(Arka and Simpson 1998). Such languages use only anaphoric control or only functional control.

5. Comparison with Inverse Mapping Theory
The theory proposed here contrasts with the generally  accepted theory of ergative and

Phili ppine-type languages in LFG. The more conventional approach, spelled out most
completely by Manning (1996), can be called the “inverse mapping theory.” According to the
inverse mapping theory, languages differ in the mapping of arguments to grammatical functions.
Nominative-accusative mapping maintains the a-structure hierarchy at f-structure, with the
thematically  most prominent core argument mapping to SUBJ and the lower one to OBJ. Ergative
mapping, on the other hand, reverses the hierarchy: the thematically  most prominent argument
is mapped to OBJ and the lower one to SUBJ. On this view, our PIV is SUBJ, and our ĜF is the most
prominent argument in a-structure (

� �
 in standard LFG terminology, “a-structure SUBJ”  in

Manning’s). The theory proposed here has both conceptual and descriptive9 advantages over the
inverse mapping theory.

The inverse mapping theory belongs to a family of approaches, including the Relational
Grammar analysis of Bell  (1983), which treat ĜF and PIV as different types of SUBJ, or SUBJs at
different levels (a-structure/f-structure, initial stratum/final stratum). Calli ng them different types
of SUBJ implies that they are essentially the same type of entity, with similar properties.
However, as we have seen, PIV properties and ĜF properties are completely distinct from each
other. Even cases that appear superficially  to overlap, such as being the controllee in equi
constructions, turns out on closer analysis to involve distinct formal constructions. The claim
made here, that the two functions are formally  distinct but coincide in most languages, is more
in line with this observation.

More specifically , approaches like the inverse mapping theory conceptualizes them as
having the same essential function at two different dimensions of linguistic structure. The
inverse mapping theory identifies this function more specifically as expression of relative
prominence of arguments. ĜF and PIV are thus both argument functions. This distinguishes it
sharply from the approach argued for here, under which PIV is not an argument function. At the
outset, we argued that a theory of grammatical functions should explain the properties of
syntactic elements; as we have shown, the properties of PIV are not argumenthood properties.
The inverse mapping theory can stipulate that, for example, in certain languages only “surface/
grammatical” subjects can extract, but it cannot explain this. The theory of pivots explains this
and other properties.

Finally  on the conceptual plane, there is something improbable about inverse mapping.
It is understandable that in mapping from one dimension of linguistic structure to another basic
concepts of prominence would be maintained. The sketch of argument mapping presented by



     10Chris Manning (personal communication) has objected to this objection on the grounds that identifying PIV with

OBJ, as I claim syntactically  ergative languages do, also involves a mismatch of prominence across different linguistic

dimensions. While Manning’s point does have some validity, and this may explain the rarity of languages in which PIV

is not automatically  associated with ĜF, there is a fundamental conceptual difference between inverse mapping and the

theory of pivots. Mapping involves representing essentially the same relations (specifically, predicate-argument relations)

at different dimensions of linguistic structure. An argument is the most prominent argument ultimately because of its

position in conceptual structure. The most sensible system of mapping, and what I claim is the only available one, will

maintain this prominence through to the syntax. Being a PIV, like being a TOPIC or being picked out by contrastive stress,

represents a different type of prominence, one unrelated to argument status and ultimately unrelated to lexical conceptual

structure. It also does not involve mapping from one level to another (since PIV and ĜF are both f-structure functions).

It simply assigns a second function to an element which is already part of the f-structure. In other words, denying PIV

the status of an argument function is not mere terminology; it reflects the core difference between the approaches.

Manning also observes, quite correctly, that despite the apparent negative reading that his theory gets here, there are

some fundamental issues on which we are in complete agreement. Foremost among these is that he and I both reject an

analysis of syntactically ergative languages in which all sentences are intransitive, with the ergative argument being

similar to a passive by phrase.
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Jackendoff  (1990) is based on a hierarchy-to-hierarchy mapping, and this is also the idea behind
the OT concept of Harmonic Alignment of prominence hierarchies. Inverse mapping seems
strange under such a view.10

The theory proposed here is most like Schachter’s seminal paper (1976) on Phili ppine-
type languages; Schachter also proposed that two quite distinct grammatical functions are
involved, although he was not very precise in defining the functions. Similar analyses have been
proposed within Government/Binding theory, such as Guilf oyle, Hung, and Travis’ (1992) study
of Phili ppine-type languages and Bittner and Hale’s (1996) discussion of Case typology. In the
GB version, the functions are expressed in terms of structural positions: ĜF in the VP-internal
“subject” position and PIV in [SPEC, IP]. Bittner and Hale even explicitl y state that their PIV

position is an “
�

”  (nonargument) position. The GB version, lacking a concept of grammatical
function, is less predictive, and the machinery is convoluted, being based on Case-induced
movement. The LFG version is thus conceptually preferable to the GB version as well.

As mentioned above,  there are also descriptive problems with the inverse mapping
theory. One such descriptive problem is that it conflates the argument structure concept � �  and
the grammatical function ĜF. Since a-structure–f-structure mapping preserves prominence
relations, this conflation is usually  innocuous. In fact, Manning seems to consider it an
advantage. However, as he himself points out in his discussion of binding theory, while many
languages seem to allow any X̂ (i.e. either � �  or ĜF) to antecede reflexives, there are some that
are limited to one or the other, such as Malayalam (in which only ĜF can be the antecedent) and
Marathi (in which only � �  can be the antecedent).

Certain phenomena in Indonesian have been discussed in LFG, using the inverse
mapping theory, by Arka and Manning (1998). Much of their analysis can be translated in a
straightforward manner into the theory proposed here. However, certain aspects of their analysis
are problematic under their assumptions and simple under ours. Consider the question of
structural realization of arguments. The PIV in Indonesian appears clause initially,  in [SPEC, IP].
Within the VP, the verb is followed by non-PIV arguments other than the (non-PIV) Agent (ĜF).
The Agent (ĜF) appears initially  in the VP, either as a pronoun or a clitic  on the verb. Under the
inverse mapping theory, non-PIV Agents and non-PIV Patients both bear the function OBJ, even
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though they have completely disjoint distributional properties. The phrase structure rules
therefore need to refer to nonsyntactic representations. Under the account proposed here, only
Patients are OBJ; Agents are ĜF.

Arka and Simpson (1998) discuss control in Balinese from the perspective of inverse
mapping theory. They argue that Balinese control is problematic for the classical LFG theory
of control (Bresnan 1982), because (functionally)  controlled arguments need not bear the
function XCOMP. The evidence is that functionally  controlled arguments, both equi and raising,
can be “subjects” (i.e. PIVs).

 (21) a. Equi (Arka and Simpson (2))
[naar ubad ento] tegarangtiang
 ACT.eat medicine that DO.try I
‘To take the medicine I tried.’

b. Raising (Arka and Simpson (57))
[ng- alih Luh Sari] ane tawang=a tiang 
 ACT- look.for Luh Sari REL DO.know=3 I
‘Looking for Luh Sari is what (s)he knows of me.’

The inverse mapping theory f-structure for (21a) is (22a); ours is (22b).

 (22) a.

[ ]

[ ]

SUBJ

SUBJ

PRED SUBJ OBJ

OBJ

PRED OBJ SUBJ

OBJ

‘ eat (  ) (  ) ’

“that medicine”

‘ try (  ) (  ) ’

“I”

↑ ↑
















↑ ↑



























b.

[ ]

[ ]

PIV

PIV

GF

PRED GF OBJ

OBJ

PRED GF XCOMP

GF

XCOMP

 
‘ eat (   ) (  ) ’

“that medicine”

‘ try (   ) (  ) ’

 “I”

�

�

�

�

↑ ↑



















↑ ↑





























Under the theory proposed here, the Balinese control facts do not contradict the classical LFG
theory of control. What makes Balinese different is that one realization of the “direct object
voice” morpheme equation is:

 (23) (
�

 PIV) = (
�

 XCOMP)
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That is to say, Balinese allows XCOMPs to be PIV.
The theory of pivots is thus preferable to the inverse mapping theory of ergative and

Phili ppine-type languages. It has stronger conceptual grounding, is more explanatory, provides
more adequate descriptions of linguistic facts, and is more consistent with theoretical
assumptions in LFG.
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Automatic F–structure Annotation of Treebank Trees 1

Abstract

We describe a method that automatically induces LFG f–structures from treebank tree representations,
given a set of f–structure annotation principles that define partial, modular c– to f–structure correspon-
dences in a linguistically informed, principle-based way.

This work extends the approach of van Genabith, Sadler and Way (1999a,b,c) where f–structure
annotation of treebanks is driven by manual annotation of treebank-extracted PS rules. In this paper we
present a method for automatic f–structure annotation of treebank trees, building on a correspondence-
based view of the LFG architecture. A rule-based approach is explored, in parallel, by Sadler, van
Genabith and Way (2000).

In our method we build on a correspondence-based view of the LFG architecture, where annotation
principles define

�
–correspondences directly in terms of

�
–projection constraints, relating partial (pos-

sibly non-local) c–structure tree fragments to their corresponding partial f–structures. Application of
the modular annotation principles to treebank trees directly induces the f–structure. Due to the disam-
biguated tree input, the resulting f–structures require only minimal manual disambiguation, and can be
used to build large f–structure corpora as training data for stochastic NLP applications.

The f–structure annotation principles provide by themselves a principle-based, modular description
of the LFG c–structure/f–structure interface. They define characteristic functional correspondences be-
tween partial c–structure configurations and their f–structure projections. By abstracting from away
from irrelevant c–structure context, these principles are highly general and modular, and therefore apply
to previously unseen tree configurations.

To define and process the annotation principles we make use of an existing term rewriting system,
originally designed for transfer-based Machine Translation. The method is inherently robust. It yields
partial, unconnected f–structures in the case of missing annotation rules.

We present the results of a first experiment where we apply this method to the Susanne treebank. The
experiment is designed to measure to which extent the partial c– to f–structure correspondences encoded
in annotation principles scale up and generalize, by applying them to previously unseen tree configu-
rations. We then extend the model to selective filtering of ambiguities, using lexical subcategorization
information in conjunction with an OT-based constraint ranking mechanism for ambiguity filtering and
ranking (cf. Frank et al. 1998, 2000).

Finally we address some conceptual issues. The principle-based projection of f–structures from dis-
ambiguated tree input has interesting implications for the definition of grammatical constraints as com-
pared to the classical LFG parsing architecture. We also discuss issues such as systematic modifications
of given treebank encodings, and which types of treebank encodings should be expoited for different ap-
plications: the construction of f–structure banks, as opposed to more far-reaching goals, including rapid,
corpus-based LFG grammar development, and robust parsing architectures.

1 Introduction

Methods and insights of corpus-based linguistics are now applied to practically all areas of natural lan-
guage processing, ranging from morphological and syntactic analysis over terminology extraction, semantic
disambiguation and machine translation to areas of categorization or summarization.

This paper addresses two issues in corpus-based linguistics. First, we describe and extend a method
that allows us to build large LFG f–structure resources as training material for stochastic NLP applications,
including but not restricted to LFG processing (see e.g. Bod and Kaplan (1998), Cormons (1999), Johnson
et al. (1999), Way (1999), Eisele (2000), Cancedda and Samuelsson (2000), Johnson and Riezler (2000),
Bod (2000a, 2000b), Riezler et al. (2000)). More importantly, this method is itself essentially corpus-based

1Thanks go to Josef van Genabith, Andy Way and Louisa Sadler, for many discussions on the ideas presented below, and
comments on earlier versions of the paper. Fruitful feedback was provided in particular by Ron Kaplan and John Maxwell, as
well as Christer Samuelsson, the members of the Pargram group at presentations given at IMS Stuttgart and Xerox PARC, the
participants of the Tübingen Workshop “Syntactic Annotation of Electronic Corpora” and the LFG-HPSG2000 conference, as well
as my colleagues at XRCE.
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in that it exploits existing corpora of disambiguated c–structure representations, i.e., large treebanks, to de-
rive such f–structure resources, and, ultimately, independent LFG grammar resources. The approach is also
attractive in that it combines corpus-based methods with traditional rule-based techniques. It allows us to
enrich the information extracted from corpora with higher-level syntactic information, which is captured
in generalized descriptions, and applied automatically. The external linguistic knowledge encoded in an-
notation principles imports linguistic generalizations that cannot (easily) be extracted from treebanks, and
represents a substantial gain in information, compared to a purely corpus-driven approach.

Creation of LFG-parsed corpora

The construction of LFG-parsed corpora traditionally proceeds by parsing sentences of a text corpus with
an existing or adapted LFG grammar, and manually selecting the correct analysis from a set of alternatives
proposed by the system. Depending on the size of the grammar and the availability of reliable ambiguity
filtering mechanisms, this manual disambiguation task can be significant and cost-intensive: A linguistic
expert is needed to choose from a considerable set of alternatives.2 Moreover, existing unification-based
grammars are usually restricted to a specific type of text or domain, and require considerable extension in
order to process free text from a variety of domains. This factor further increases the cost of constructing
LFG-parsed corpora on a large scale.

To date, there exist rather small LFG f–structure banks.3 To extend the scope of such f–structure banks
to broad-coverage corpora comparable to e.g. the Penn Treebank or the NEGRA corpus, the LFG analysis
grammars need to be considerably scaled up.4 This by itself constitutes a major effort not yet achieved. In
addition, with increasing coverage, ambiguities proliferate, leading to increased overhead for disambigua-
tion. Proposals have been made for filtering and ranking parsing ambiguities either by grammar-based
preference marks (Frank et al. 1998, 2000) or by stochastic disambiguation methods (Eisele (2000), Bod
(2000a, 2000b), Johnson and Riezler (2000), Riezler et al. (2000)) to reduce the search space for manual
disambiguation – the latter relying, however, themselves on larger LFG-based training corpora or analysis
grammars than currently available to yield reliable results in practice.

Semi–automatic generation of f–structures from treebanks

In a series of papers van Genabith et al. (1999a, 1999b, 1999c) introduced a new method for semi-auto-
matic corpus-based construction of LFG f–structure banks, to address the need of broad-coverage training
resources for statistical LFG processing. This method exploits existing treebanks by extracting the context-
free PS grammar implicitly encoded by the individual tree assignments, following the method of Charniak
(1996). The rules of the extracted “treebank grammar” are manually annotated with functional descriptions.
Together with a set of macros for lexical entries, these rules are then used to deterministically “reparse” the
original treebank entries by following the tree structure assigned by the annotators. In this reparsing process
the f–structure annotations are resolved, and an f–structure is produced. This process is deterministic if the
f–structure equations are, and manual inspection of candidate analyses can be significantly reduced.

While this method circumvents the coverage and ambiguity filtering problems of the classical approach,
it still involves an important labour intensive component, namely the manual annotation of the grammar
rules. This is particularly worrisome due to the fact that treebank grammars are very large (growing with the
size of the treebank), and typically consist of flat PS rules with a significant amount of redundancy in their
right-hand sides. Manual annotation of rules with functional descriptions is therefore very labour-intensive,
can give rise to inconsistencies, and risks missing generalizations.

2See King et al. (2000) for ambiguity managing techniques in the LFG grammar development platform XLE.
3Two corpora have been built at Xerox PARC and XRCE Grenoble, using the English and French grammars developed in the

Pargram project: the “HomeCentre” corpus (approx. 1000 sentences for both English and French) and the VerbMobil corpus (540
sentences for English).

4See Dipper (2000) for grammar-based corpus annotation using an LFG grammar for German, which provides analyses for a
restricted set of sentences within the corpus annotation project TIGER.
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Automatic f–structure annotation of treebanks and CF grammars

In a collaborative effort the corpus-based approach of van Genabith et al. (1999a, 1999b, 1999c) was ex-
tended to two related methods for automatic f–structure annotation of treebanks (cf. Frank et al. (1999)).
The two methods are based on a common underlying idea, but feature interesting differences. We present
these alternative methods in two separate contributions, to allow for more in-depth discussion of the respec-
tive approaches.5

The key idea for automatic f–structure induction from treebanks is the observation that constituent- and
higher-level feature structure representations stand in a systematic relationship. This insight is prevalent
in theories like LFG and HPSG. In LFG c–structure and f–structure are independent levels of representa-
tion which are related in terms of a correspondence function

�
. This correspondence follows linguistically

determined principles which are partly universal and partly language specific (see in particular recent dis-
cussions of projection principles in Bresnan (2000) and Dalrymple (2000)). Following this idea, we propose
two methods for automatic f–structure annotation of treebanks, driven by general annotation principles that
describe systematic patterns, i.e. linguistic generalizations, in terms of partial c–structure/f–structure corre-
spondences.

In one approach � we read off a CFG treebank grammar, develop annotation templates and compile
the templates over the annotation grammar, augmenting it with f–descriptions. A corrected version of this
grammar is then used to induce f–structure assignments for treebank trees following the reparsing method
of van Genabith et al. (1999c).

In the alternative approach, described below, we operate directly on the PS trees from the treebank.
Annotation rules define

�
–correspondences between partial c– and f–structures. These rules are applied to

the treebank tree structures, and annotate them directly with f–structures.
Both methods are partial: the first requires manual inspection and correction of the output produced by

the automatic annotation process. The method described below is fully automatic and robust, and yields
partial, unconnected f–structures in the case of missing annotation rules.

2 Principles for f–structure annotation of (treebank) trees

In the classical LFG architecture the
�

–correspondence between c– and f–structure is defined in terms of
functional annotations (f–descriptions) on the RHS categories in CFG rules. The f–structure is constructed
in the parsing process by resolving the f–descriptions attached to the PS rules, with the meta variables � and�

instantiated to f–structure nodes.

S�����
NP VP

(
�

SUBJ)=
� �����

V NP�����
(
�

OBJ)=
�

John likes Mary

	�

:

�









�
PRED ‘LIKE ��� � SUBJ ��� � OBJ ��� ’
SUBJ

	��
: � PRED ‘JOHN’

NUM SG

PERS 3 �
OBJ

	��
: � PRED ‘MARY’

NUM SG

PERS 3 �
TENSE PRESENT

PASSIVE -

�������������
PS rules define f–structure via functional descriptions

S �  "!� � SUBJ � ��� # !����� VP � #�����  �!� � OBJ � ���
Our first annotation method follows this classical LFG architecture, in that f–structure annotation principles
apply to PS rules extracted from treebanks, and enrich them with f-descriptions. The resulting annotated
rules are then used to “reparse” the assigned tree structure of treebank entries, thereby inducing the f–
structure.

5See the companion paper Sadler et al. (2000) in these proceedings.
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On a pure correspondence view of the LFG architecture we describe the correspondence between a
given c–structure and its corresponding f–structure in terms of the projection function

�
itself, as displayed

below.6

S:n1

NP:n2 VP:n3

V:n4 NP:n5

John likes Mary

� 	 
��	 � �	�� �
�
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SUBJ

	 �
: � PRED ‘JOHN’

NUM SG

PERS 3 �
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	��
: � PRED ‘MARY’

NUM SG

PERS 3 �
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�������������
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–correspondence: f–structure:�
(n1) =

	 
 �
(n2) =

	��
(
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	��

, (
	 �

PRED)= ’John’�
(n3) =

	�� �
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(
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	 �

, (
	 �

PRED)= ‘Mary’�
(n4) =

	��
(
	��

PRED= ’likes’�
(n1) =

�
(n3) =

�
(n4) . . .

The approach presented in this paper builds directly on this correspondence view of LFG, which leads us
towards f–structure induction from c–structure trees, as opposed to PS rules. That is, annotation principles
define

�
–correspondences directly in terms of

�
–projection constraints, relating partial c–structure config-

urations to their corresponding partial f–structures. Automatic application of these annotation principles to
tree fragments directly induces the f–structure. This approach has two advantages. First, it can apply to
non-local trees, while PS rules are restricted to trees of depth one. Second, by projecting f–structures from
trees we skip the reparsing process for f–structure composition. While this purely correspondence-based f–
structure annotation is decoupled from the parsing process, it can still be extended to a parsing architecture
where a (probabilistic) PCFG grammar assigns a set (or parse forest) of best-ranked trees, which are then
input to automatic f–structure annotation.7

Partial correspondences, partial and non-local trees Before going into details, let us first illustrate the
key ideas of automatic f–structure annotation based on modular, partial annotation principles. Below we
display the complex c–structure/f–structure correspondence of an NP. This complex picture can be broken
down into modular, piece-wise correspondences of partial c– and f–structures, which abstract away from
irrelevant material in their surrounding context.

NP:n1

Det:n2 AP:n3 N:n4 PP:n5

the A:n6 girl

pretty

	�
 �	�� �	 ���
�






�

PRED ‘GIRL’
SPEC ‘THE’

ADJN
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�
	�� �	�
 � �
� PRED ‘PRETTY ��� � SUBJ ��� ’

SUBJ � PRED ‘GIRL’
NUM SG

PERS 3 �
� ��	 �������

� 


�



�

� ��������
For instance, the functional contribution of the prenominal determiner the is independent from the presence
of the AP or PP, and is captured by the following partial correspondence:

NP:n1

Det:n2 . . . N:n4

the

	 
��	�� � � SPEC ‘THE’
� �

(n1) =
	 
 �

(n1) =
�

(n2)�
(n2) =

	 �
spec(

	 

, the)

6See Dalrymple (2000) for a correspondence-based exposition of LFG syntax.
7See Section 6 for discussion.
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Any AP daughter of NP is invariably analyzed as an ADJUNCT of the nominal head, unless the noun head N
is omitted. The former generalization is captured in the following partial correspondence:

NP:n1

AP:n3 . . . N:n4

	 
�� �
ADJUNCT � 	�� � � ����� �

(n1) =
	 


adjunct x(
	 


,
	��

)�
(n3) =

	��
Projection principles for head categories and lexical nodes (here for nominal categories) are straightfor-
ward.8

NP:n1

N:n4

	 
��	 ��� � � �
(n1) =

	 
 �
(n1) =

�
(n4)�

(n4) =
	 �

N:n4

Lex

	 � � �
PRED LEX

� �
(n4) =

	 �
pred(

	 �
, LEX)

Similar correspondences can be defined for the remaining c–structure fragments. By applying them all to the
c–structure above, they define the corresponding complex

�
–projection and f–structure in a modular, declar-

ative way. Most importantly, due to the abstraction over immaterial c–structure context, these principles
generalize over specific tree configurations, i.e. they can apply to fragments of unseen tree configurations.

Since the annotation principles apply to trees, they can be defined to involve partial, non-local tree
fragments, while PS rules are restricted to trees of depth one. This allows us to define and constrain f–
structure assignments in terms of complex non-local c–structure constraints. An example where this is
fruitfully applied is the assignment of complex tense information in binary branching VPs.9 By specifying
characteristic partial, non-local c–structure contexts in a binary branching VP structure, we can capture the
tense and active/passive distinctions of verbal constructions in a natural way. This is illustrated below for
the characteristic complex construction indicative of present perfect tense.

. . . VP:n1

VHZ:n2 . . . VP:n3

has VBN:n4 VP:n5 . . .

been VVN:n6

(seen)

	 
	 �	 �	 
 :

�


� VTYPE MAIN

PERF +
PROG -
TENSE PRESPERF

PASSIVE +

������
In our approach, modular annotation principles establish correspondences between (possibly non-local) par-
tial c–structure fragments and their corresponding partial f–structures. This is very much in the spirit of
projection principles as proposed by Dalrymple (2000) and Bresnan (2000), and provides a principle-based,
modular c– to f–structure interface in the LFG architecture.10 The application of annotation principles to
c–structure trees follows the traditional description-by-analysis (DBA) approach of Halvorsen and Kaplan
(1995) in the c–structure/f–structure interface. Yet, while in the classical DBA approach complete PS rules
are matched against the c–structure, in our approach partial (non-local) c–structure fragments are matched
against the c–structure trees.

8See Sections 3.5 and 5 for the assignment of subcategorized grammatical functions.
9See also Section 3.5.

10It is also closely related to principle-based grammar description in HPSG.
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3 Automatic f–structure annotation of trees

3.1 The XLE term rewriting component

To define and process f–structure annotation principles, we make use of an existing term rewriting system,
originally designed as a rewriting component for transfer-based Machine Translation in the XLE (Xerox
Linguistic Environment) system (see Kay (1999), Frank (1999)).

The system takes as input an unordered set of n-ary terms p,q, etc. and an ordered set of rewrite rules
p ==

�
q.11 If the LHS terms p of a rule p ==

�
q match the input, the matching terms p are eliminated

from the input set, and the terms q are added to the input set. A rule applies to each instantiation of the LHS
terms in the input. The LHS of a rule may contain positive +p and negative -p terms. A rule with positive
constraint +p only applies if p matches some term in the input. Positive terms are not eliminated from the
input set. A rule with negative constraint -p only applies if p does not match any term in the input set.

The order in which the rules are stated is crucial: each rule applies to the current input set, and yields an
output set. The output set of a rule constitutes the input set for the next rule. Annotation principles will thus
be interpreted as a cascade of rewrite rules that continuously transform, or enrich the input set of terms, to
yield a final set of output terms.

3.2 A term representation of the LFG projection architecture

For the specific task of f–structure annotation of c–structure trees, using the XLE term rewriting component,
we encode the LFG projection architecture in a term representation language as follows:12

imm. dominance arc(MNode, MLabel, DNode, DLabel)
imm. precedence prec(CsNode x, CsNode y)
lexical insertion lex(TerminalNode, Lex)

�
-correspondence phi(CsNode, FsNode)

equal(FsNode x, FsNode y)
f–structure features13 attr(FsNode x, FsNode y), attr(FsNode, Val)

With this, the traditional representation

S:n1

NP:n2 VP:n3

Mary V:n4

sleeps

	�
 �	 � �	 � �
�




�

PRED ‘SLEEP ��� � SUBJ ��� ’
SUBJ

	 �
: � PRED ‘MARY’

NUM SG

PERS 3 �
TENSE PRESENT

PASSIVE -

� ������
translates to the following set of terms:

arc(n1,s,n2,np), arc(n1,s,n3,vp), arc(n3,vp,n4,v),
prec(n2,n3),
lex(n2,mary), lex(n4,sleeps),
phi(n1, ��� ), phi(n2, ��� ), phi(n3, ��� ), phi(n4, �	� ), equal( ��� , �	� ), equal( ��� , �
� ),
pred( ��� ,sleep), subj arg( ��� ), subj( ��� , ��� ), pred( ��� ,mary), num( ��� ,sg), tense( ��� ,pres),..

3.3 Automatic annotation of trees with f–structures

The basic steps of f–structure annotation of treebank trees are illustrated below.

11There are obligatory (== � ) and optional (?= � ) rules. An optional rule creates two output sets, one where the rule applies,
and one where it doesn’t apply. All subsequent rules apply to all output sets of previous rule applications. The system operates on
packed (“contexted”) representations for efficient processing of ambiguities (see Kay (1999)).

12This term representation language can, in conjunction with the XLE term rewriting compenent, also be used for structure-based
corpus queries, and is comparable in scope with the query tool presented in Kallmeyer (2000).

13with attr a variable over f–structure attributes

145



Preprocessing: converting bracket– to c–structure term representation In a preprocessing stage, we
first compile the tree encodings of a given treebank to a canonical bracketing structure for PS trees. This
bracket structure we convert to an equivalent term representation, where nodes are associated with unique
node identifiers n � , besides their category labels.

[s,[np,[n,Mary]],
[vp,[v,sleeps]]].

S

NP VP

N V

Mary sleeps

�
arc(n1,s,n2,np), arc(n2,np,n4,n)
arc(n1,s,n3,vp), arc(n3,vp,n5,v),
prec(n2,n3),
lex(n4,mary), lex(n5,sleeps)

S:n1

NP:n2 VP:n3

N:n4 V:n5

Mary sleeps

This c–structure term representation constitutes the input to automatic f–structure annotation with the term
rewriting component of XLE. The task is to fill in the appropriate phi predicates and f–structure terms, i.e.
to induce the

�
–projection for the input c–structure.

Initialization: A trivial 1–1
�

–correspondence of c–structure nodes to f–structure nodes initializes,
in a first step, a piece-wise partial mapping of c–structure nodes n � to fully underspecified, empty f–structure
nodes f � . This is defined by the following rules.14

+arc(n


, , , ) == � phi(n



,f



).

+arc( , ,CsNode, ) == � phi(CsNode,FsNode).

S:n1

NP:n2 VP:n3

N:n4 V:n5

Mary sleeps

	 
�� � �	 � � � � 	 � � � �	�� � � � 	�� � � �
F–structure annotation rules associate partial c–structure configurations with their corresponding

�
–

projected f–structure information, and further restrict the trivial 1–1
�

–correspondence via the predicate
equal(Fx,Fy). Below we give an example. The first rule defines the f–structure node

���
for the VP-

external NP:n2 as the SUBJ of the node
���

that is projected from the S:n1 node.15 16

S:n1

NP:n2 . . . VP:n3

	�
 � � �	 � � � �	 � � � � �
S:n1

NP:n2 . . . VP:n3

	�
 � �
SUBJ
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:
� �

+arc(A,s,B,np), +phi(A,FA), +phi(B,FB),
+arc(A,s,C,vp), +prec x(B,C) == � subj(FA,FB).

The second rule applies to the output resulting from the previous rule application. The predicate equal(Fx,Fy)
restricts the

�
–function to map the VP and S nodes to identical nodes in f–structure.

S:n1

NP:n2 . . . VP:n3

	�
 � �
SUBJ

	 � � ��� �	 � � � � �
S:n1

NP:n2 . . . VP:n3

	 
�� �
SUBJ

	 � � ��� �
equal(

	 

,
	��

)	��
:
� �

+arc(A,s,C,vp), +phi(A,FA), +phi(C,FC) == � equal(FA,FC).

14n



and f



are designated constants for the tree and f–structure root nodes, respectively. The RHS term
phi(CsNode,FSNode) in the second rule introduces new constants f � for the non-instantiated variable FsNode.

15The graphical representations illustrate the effect of the rules, in terms of input and output set.
16Note the predicate prec x(B,C), which is defined (by use of macros) as a finitely constrained transitive closure over the

precedence relation prec. This allows us to underspecify precedence constraints holding between nodes 	�
 and 	�� to allow for
an arbitrary or else a restricted sequence of intervening categories.
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A set of annotation rules of this kind (which we call an annotation grammar)17 is applied to any given
c–structure term representation from the treebank. These rules continuously restrict and enrich the

�
–

projection. After resolution of f–structure node equalities the process yields, in the general case, a complete
c–structure/f–structure projection architecture for the sentence at hand.

3.4 Formal restrictions and simplifications

Formal restrictions Annotation rules are subject to formal constraints in order to guarantee the functional
property of the

�
–correspondence, in particular:

� phi predicates (phi(C Node,F Node)) are restricted to occur as positive constraints, i.e.

– no phi predicate may be introduced (in RHS of rules)18

– no phi predicate may be deleted (in LHS of rules), however,
– new f–structure nodes may be introduced (in RHS of rules)

Given the input specification of a 1–1
�

–projection, these constraints guarantee that the functional
property of

�
is preserved.

� equal(F Node x,F Node y) predicates restrict the
�

–correspondence, while preserving its func-
tional property. They may be introduced (in RHS), or used as constraints (in LHS of rules). equal
predicates are resolved after the annotation process is completed.19

Order independence in a cascaded rewrite system Note that as long as annotation rules do not consume
c–structure terms, or refer to f–structure terms introduced by other rules, the order in which the rules are
stated, and thus applied by the system, is irrelevant.

This is illustrated by inverting the application order of the subject and VP head-projection rules from
above: Below we first apply the VP head-projection rule. The subject annotation rule is then applied to the
output of the first rule. Since we did not consume any c–structure terms, nor put constraints on f–structure
terms, the rules yield the same result in any order of application.20

S:n1

NP:n2 . . . VP:n3

	�
 � � �	 � � � �	 � � � � �
S:n1

NP:n2 . . . VP:n3

	�

:
� �	 �

:
� �

equal(
	�


,
	 �

)	 �
:
� �

+arc(A,s,C,vp), +phi(A,FA), +phi(C,FC) == � equal(FA,FC).

S:n1

NP:n2 . . . VP:n3

	 

:
� �	��

:
� �

equal(
	 


,
	��

)	��
:
� �

�
S:n1

NP:n2 . . . VP:n3

	 
�� �
SUBJ

	 � � ��� �
equal(

	�

,
	 �

)	 �
:
� �

+arc(A,s,B,np), +phi(A,FA), +phi(B,FB),
+arc(A,s,C,vp), +prec x(B,C) == � subj(FA,FB).

17See Section 3.5 for more detail on the different types of rules, lexical, syntactic and morpho–syntactic, that make up such an
annotation grammar.

19equal predicates could in principle also be resolved immediately during the annotation process.
19Except, of course, for the initialization rules above, which induce the 1–1

�
–correspondence.

20Had we consumed, for example, the term arc(A,s,C,vp) in the first rule, the second rule would not have applied. Nor
would the first rule, if it had stated a positive constraint on the presence of a SUBJ function, which is introduced later in the
annotation process.
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Order independence of f–structure annotation rules can be guaranteed by additional formal restrictions
which prevent consumption of c–structure terms and constraints on (previously introduced) f–structure
terms. This guarantees that all annotation rules have access to (a) the full information structure that consti-
tutes the initial input, i.e. the c–structure plus the 1–1

�
-projection as defined via arc, prec, lex, and

phi terms, and (b) no more than the initial information structure, i.e. no annotation rule is constrained in
terms of f–structure information introduced by other rules:

� c–structure terms (arc, prec, lex) and phi terms only occur as positive constraints

� f–structure terms and equal terms only occur in RHSs of rules

These formal restrictions ensure that all f–structure annotation rules have access to the complete set of
c–structure and phi terms, and no more than this, and thereby guarantee order-independence of rule appli-
cation. The writer of annotation rules does not need to care about the order in which the rules are stated, and
thus applied. However, the system is more powerful, and can be flexibly relaxed to allow for limited degrees
of order-dependence where it appears to be useful.

There is a trade-off between order-dependence and order-independence. Constraining rules to c–structure
information only can require complex rule constraints in order to avoid application of different annotation
rules to the same tree fragment, leading to inconsistencies. Moreover, access to f–structure information can
be useful for generalizing annotation rules. If several c–structure configurations are indicative of, e.g. a
subject function, or passive voice, it is possible to capture such diverse configurations in a more general way
by referring to the more abstract f–structure information to guide further aspects of f–structure construction.
In this case, the order of annotation rules needs to be respected, to make sure that the required f–structure
information is being introduced by previously applied annotation rules. The term rewriting system is pow-
erful enough to allow for flexible definition of annotation rules, providing much room for flexibility and
experimentation in f–structure annotation.21

Simplifications To avoid cumbersome reference to phi-predicates in our annotation rules, we can exploit
the fact that equal-predicates are resolved after the annotation process. Since the induced

�
–projection

is 1–1, we can effectively eliminate it during the annotation process, and attach f–descriptions directly to
c–structure nodes n � .

S:n1

NP:n2 VP:n3

�
S:n1

NP:n2 VP:n3

	 
�� � SUBJ 	 � � � � �
equal(n



,n
�
)

n
�
:
� �

+arc(A,s,B,np), +arc(A,s,C,vp), +prec x(B,C) == � subj(A,B), equal(A,C).

After the annotation process, and before resolution of equalities, we can restore the (implicit) 1–1
�

–
correspondence between c–structure and f–structure nodes, which is of course essential to represent the
mapping of distinct c–structure nodes to single (i.e. equated) f–structure nodes. This is performed by a set
of rules which relabel the c–structure with new node identifiers, while encoding the 1–1

�
–correspondence

between these new node identifiers and the original c–structure nodes, which are now playing the role of
f–structure nodes.22

S:new n1

NP:new n2 VP:new n3

	 
 � � SUBJ 	 � � ��� �
equal(n



,n
�
)

n
�
:
� �

21See also Section 3.7. where order-dependence of rewrite rules is fruitfully applied for general c–structure transformations on
existing treebank encodings, to facilitate principle-driven f–structure annotation.

22The rules rewrite the c–structure predicates arc, lex and prec, by replacing the node identifiers n � with new constants
new n� . Concurrently, a (new) phi-projection phi is defined between the new node identifiers new n � and the corresponding
nodes n � that populate the f–structure space.
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Alternative annotation schemes As an alternative to restoring the c–structure and
�

–projection in this
simplified annotation scheme, we can also choose to rewrite trees into f–structures, generating only f–
structures instead of a full projection architecture. In this variant, we can consume c–structure predicates,
stepwise, during the annotation process. This is illustrated below for the S – NP VP structure.

S:n1

NP:n2 VP:n3

N:n4 V:n5

Mary sleeps

arc(A,s,B,np),
+arc(A,s,C,vp), +prec x(B,C)
== � subj(A,B).

arc(A,s,C,vp) == � equal(A,C).

NP:n2 VP:n3

N:n4 V:n5

Mary sleeps

	 
�� � SUBJ 	 � � � � �
��������� � 	
	�� 	�
��

Consumption of c–structure induces a certain amount of order-dependence in the annotation process. Once
some c–structure fragment is consumed, later rules cannot refer to this c–structure bit to constrain the ap-
plication of another rule. Note, however, that the f–structure that corresponds to consumed c–structure
fragments is available for reference at later stages of processing. An advantage of this annotation variant is
that we can easily avoid inconsistent f–structure assignments by multiple rule applications. Annotation rules
that would require complex application constraints to avoid such situations can in this variant be less con-
strained, by exploiting the order-dependence of rule application. An annotation grammar which makes use
of c–structure consumption and reference to f–structure terms was developed for our experiment in Section
4. This grammar defines a natural order of part-of-speech related sections of annotation rules.

3.5 On the nature of f–structure annotation rules

Just like in an ordinary LFG grammar, we find, in our f–structure annotation approach, a division between
lexical, morpho–syntactic, and phrasal annotation rules. However, in contrast to classical LFG PS rules, our
syntactic rules describe partial c–structure/f–structure associations, which can extend to non-local config-
urations. In addition, our formalism allows us to define underspecified annotation rules, generalizing over
classes of c–structure categories – both lexical and phrasal.

Lexical and morpho–syntactic rules Morpho–syntactic rules introduce morphological (and to some ex-
tent semantic) information encoded in lexical category labels into the f–structure space. This is illustrated
below, for NUMber and NTYPE features. The example illustrates how highly specific category distinctions
in treebank encodings can be neutralized: once NUMber is encoded in f–structure, based on the nn1 vs.
nn2 distinction, this category distinction can be neutralized by mapping both lexical category labels to the
generalized label nn.23 This generalization is essential for compact rule definition. For example, below, the
instantiation of the PRED–value of nouns is captured in a single lexical rule which applies to all “generalized”
nn-daughters.

arc(A,RL,B,nn1) == � num(B,sg), ntype(B,common), arc(A,RL,B,nn).
arc(A,RL,B,nn2) == � num(B,pl), ntype(B,common), arc(A,RL,B,nn).

arc(A,RL,B,nnt1) == � num(B,sg), ntype(B,temporal), arc(A,RL,B,nn).
arc(A,RL,B,nnt2) == � num(B,pl), ntype(B,temporal), arc(A,RL,B,nn).

+arc(A,n,B,nn), +lex(B,Lex) == � equal(A,B), pred(B,Lex), pers(B,’3’).

Tense information as well as the active/passive distinction can be captured by stating constraints on the
partial c–structure context of verbs, as illustrated below for active and passive present perfect tense in a flat
VP structure, as it is assigned in the Susanne corpus.24

23See van Genabith et al. (1999b) for a similar approach.
24Since we assign a flat f–structure for complex tenses, we do not introduce PRED–values for lexical nodes of auxiliaries in the

f–structure. See below for the assignment of appropriate subcategorization frames.
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+arc(A,vp,B,vhz) % have-aux
-arc(A,vp,D,vbn) % no been-aux !
+arc(A,vp,C,vvn) % main verb part.
== � perf(A,+), prog(A,-), tense(A,presperf),

passive(A,-).

vp

vhz vvn
(have) (seen)

�
� PERF +
PROG -
TENSE PRESPERF

PASSIVE -

� ��
+arc(A,vp,B,vhz), % have-aux
+arc(A,vp,C,vbn), % been-aux
+arc(A,vp,D,vvn), % main verb part.
== � perf(A,+), prog(A,+), tense(A,presperf),

passive(A,+).

vp

vhz vbn vvn
(have) (been) (seen)

�
� PERF +
PROG -
TENSE PRESPERF

PASSIVE +

����
+arc(A,vp,D,vvn), +lex(D,Lex)
== � equal(A,D), pred(D,Lex), vform(D,main).

vvn

Lex

�
PRED LEX

VFORM MAIN �
Given a treebank encoding that represents the verbal complex in terms of binary branching VP structures
(as e.g. in the Penn Treebank, or the Lancester AP treebank), we can assign complex tense information in
similar ways, by applying annotation rules to non-local tree fragments.

+arc(A,vp,B,vhz), % have-aux
+arc(A,vp,C,vp), +arc(C,vp,D,vvn) % main verb part.
== � equal(A,C), perf(A,+), prog(A,-),

tense(A,presperf), passive(A,-).

vp

vhz vp

(have) vvn

(seen)

�
� PERF +
PROG -
TENSE PRESPERF

PASSIVE -

����
+arc(A,vp,B,vhz) % have-aux
+arc(A,vp,C,vp), +arc(C,vp,D,vbn), % been-aux
+arc(C,vp,E,vp), +arc(E,vp,F,vvn) % main vb part.
== � equal(A,C), equal(C,E), perf(A,+), prog(A,+),

tense(A,presperf), passive(A,+).

vp

vhz vp

(have) vbn vp

(been) vvn

(seen)

�
� PERF +
PROG -
TENSE PRESPERF

PASSIVE +

����
+arc(A,vp,D,vvn), +lex(D,Lex)
== � equal(A,D), pred(D,Lex), vform(D,main).

vvn

Lex

�
PRED LEX

VFORM MAIN �
Partial phrasal rules and underspecification As illustrated in Section 3.3, our annotation rules are de-
signed to apply to linguistically motivated, i.e. modular, partial c–structure configurations, to define their
corresponding functional projections. Even though treebanks do not encode classical X � syntax, it still holds
that specific types of tree branches correspond to functional dependencies in f–structure. Therefore, annota-
tion rules apply, in the general case, to single tree branches, with some contextual constraints, and generalize
to unseen tree configurations. Below, for example, that-clauses (with category label f) are associated with a
function COMP in f–structure by referring to a single branch (arc) in the c–structure, abstracting away from
irrelevant differences in the surrounding c–structure context.

The example also illustrates the effect of underspecification. that-clauses can appear in different syntac-
tic contexts. By referring to an underspecified (variable) mother node label RL, we generalize over various
possible mother labels (e.g. (in)finite, modal, nominal or adjective phrases).

+arc(A,RL,B,f), +comp form(B,that) ==> comp(A,B).

Finer categorial restrictions can be captured by defining classes of category labels in (disjunctive) tem-
plates.25 Below, the template np cat(X) defines a class of category labels (n, d, m). The disjunctive
template is called (by union) in the annotation rule for PPs (label p) to define this restricted class of alterna-
tive NP-types as complements (i.e., OBJ) of prepositions in a single rule.

25Disjunctive templates encode alternative rules, and can be unioned (&&) with annotation rules. While this does still involve
disjunctive processing, the rules can be stated in a generalized, compact way.

150



template definition: np cat(X) ::
�
X == n � == � 0; % n: nominal phrase�
X == d � == � 0; % d: determiner phrase�
X == m � == � 0. % m: number phrase

annotation rule: +arc(A,p,B,NP) ==> obj(A,B)
&& np cat(NP).

Grammatical function assignment In languages like English, grammatical function assignment relies
heavily on c–structure configurations, while still not being fully deterministic. In case marking languages,
morphological marking will be used to constrain grammatical function assignment. Below an example for
the assignment of OBJ vs. OBJ2 functions for transitive and ditransitive verbs in English, which is determined
by surface order.

+arc(A,vp,C,np), +arc(A,vp,D,np), +prec x(C,D) == � obj2(A,D). % secondary OBJ of ditransitives

+arc(A,vp,C,np), +arc(A,vp,D,np), +prec x(C,D) == � obj(A,C). % OBJ of ditransitives

-arc(A,vp,C,np), +arc(A,vp,D,np),
�
D � == C � == � obj(A,D). % OBJ of transitives

In various syntactic configurations we also need rules for non-local function distribution. Below, for exam-
ple, a simple rule defines subject distribution in (the f–structure constructed from) VP-coordination.26 Note
that this rule refers uniquely to f–structure terms, since the generalization is easier to capture at the level of
f–structure, rather than taking into account possible variations at the c–structure level.

+conj form(A, ), +element(B,A), +subj(B,D),
+element(C,A), -subj(C, ) == � subj(C,D).

Non-local dependencies, such as Wh-constructions can be captured by means of restricted path-equations
path(A,C). Below, we display an example from interrogative clauses, where the TOPIC clause, instanti-
ated by the interrogative adverbial Wh-element (label rrq), is assigned the ADJUNCT function via restricted
functional uncertainty embedding over the functions COMP and XCOMP (comp xcomp path(A,C)).27

+arc(A,f,B,r), +arc(B,r,C,rrq) ==> topic(A,B), comp xcomp path(A,C), adjunct x(C,B).

Subcategorization assignment We induce subcategorization frames (so-called semantic forms) by col-
lecting grammatical functions assigned by annotation rules into the predicate’s semantic form, following
van Genabith et al. (1999a)’s method.

Below we state the three rules that deal with OBJ assignment: an object obj(A,B) that is not yet
assigned an argument position in the PRED’s subcat list (-arg(A, ,B)) will be assigned the first argu-
ment position (arg(A,1,B)) in case of a coocurring non-thematic SUBJ (first clause), or if the head is a
preposition (last clause); otherwise, it will be assigned the second argument position.

+obj(A,B), -arg(A, ,B), +subj(A,C), +nonarg(A, ,C) == � arg(A,1,B).
+obj(A,B), -arg(A, ,B), +subj(A,C), -subj(A,2,C) == � arg(A,2,B).
+obj(A,B), -arg(A, ,B), -subj(A,C) == � arg(A,1,B).

26The rule is adjusted to the specificities of the Susanne corpus, where VP coordination is encoded as S-coordination, leaving
the second conjunct without subject NP in the c–structure.

27In subcategorization filtering (see below Section 5.1) restricted functional uncertainty path equations are expanded by means
of disjunctive templates, and the subcategorization constraints (with subscript sc: e.g. comp sc(A,B)) are checked against the
f–structure.
path exp(A,B) :: comp xcomp path(A,B) ?= � equal(A,B);

comp xcomp path(A,B) ?= � 0 && comp or xcomp(A,B);
comp xcomp path(A,B) ?= � 0 && comp or xcomp(A,C) && comp or xcomp(C,B);
comp xcomp path(A,B) == � 0 && comp or xcomp(A,C) && comp or xcomp(C,D) &&

comp or xcomp(D,B).

comp or xcomp(A,B) :: 0 ?= � comp sc(A,B);
0 == � xcomp sc(A,B).
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Obviously, pure c–structure information does not allow us to distinguish between NP/PP arguments vs.
adjuncts, or infinitival complements vs. adjuncts. Similarly, lacking lexical information, raising and control
constructions can only be represented as involving anaphoric control. In Section 5 we show how to integrate
lexical subcategorization information, combined with strategies for ambiguity filtering (cf. Frank et al.
(1998, 2000)).

3.6 Partial annotation and robustness

Our method for f–structure induction from trees embodies an important aspect of robustness. In cases of
missing or incomplete annotation rules, the system does not fail, but partial trees are left without f–structure
annotation. We obtain (typically large) partial, unconnected f–structures. See in particular the results and
discussion of our Experiment in Section 4.

3.7 Moving treebanks

Finally, our framework can also be used to adjust particular treebank encodings, by “moving” treebanks to a
different structural encoding, thereby facilitating principle-based f–structure induction. In our treatment of
the Susanne corpus, we defined a set of general c–structure rewriting rules, which transform the encoding of
coordination and flat modal VP structures into a more standard PS analysis, which lends itself to principle-
driven f–structure annotation.28

4 Experiment: An annotation grammar for the Susanne corpus

In a first controlled experiment, we applied our annotation method to the Susanne treebank. We developed an
annotation grammar for two sections of the corpus, using an annotation scheme that consumes c–structure
while building up the f–structure. For this approach, we set up a natural order for the various types of
annotation rules presented in Section 3.5. In the following we summarize the basic results, and show, in
Section 5, how the integration of lexical subcategorization information and preference ranking solves the
obvious shortcoming of this first approach.

Data The Susanne treebank encodes labelled bracketed structures, where category labels are enriched
with functional labels (subject, object). The trees contain traces to indicate certain control and long-distance
dependencies. Functional labels and traces were eliminated in a preprocessing stage, to guarantee a non-
biased evaluation scheme which takes conventional PS trees as input. In preprocessing we also collapse
overspecific category labels, similar to van Genabith et al. (1999b). The treebank encoding was converted
to a term representation as input for f–structure annotation.

Quite a few decisions on PS assignment in the Susanne corpus are debatable, and some make it difficult
to assign f–structures in a principle-driven way. We therefore defined a set of initial (c–structure) rewriting
rules, which transform the encoding of coordination and flat modal VP structures into a standard PS analysis.
Finally, attachments in the NP are often flat, so that, for instance, complements to adjectives are not always
correctly attached in the PS tree.

28In the Susanne corpus, coordination is encoded in a rather non-standard way:

n:v1

at:v2 nn1:v3 yc:v4 n � :v5 yc:v8 n+:v9

the intensity , at:v6 nn1:v7 , cc:v10 at:v11 nn1:v12

the polarization and the direction

A set of c–structure rewrite rules transforms these into classical coordination structures by moving and creating new nodes:
n:v1

n � :v13 yc:v4 n � :v5 yc:v8 cc:v10 n+:v9

at:v2 nn1:v3 , at:v6 nn1:v7 , and at:v11 nn1:v12

the intensity the polarization the direction
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Experiment We chose two sections of the Susanne corpus, J01 and J02 (text type: learned writing). We
ran an experiment in 3 steps. First, based on the 66 sentences of J01, we develop f–structure annotation
rules to cover 50 sentences. In step 2 we apply the resulting annotation grammar AG1 to the unseen first
50 sentences of J02 (J02-1), and evaluate the results of f–structure annotation. Grammar AG1 is upgraded
to AG2, which then covers these 50 sentences of J02-1. We record the number of rules that were added or
modified. In step 3, AG2 is applied to the remaining unseen 46 sentences of J02 (J02-2). Again, we measure
the results of f–structure annotation.

Evaluation and Results Table T1 provides basic data on the relevant subsections: the number of sentences
processed and average sentence length (tokens, including punctuation); the number of phrasal and lexical
categories and the number of distinct (i.e. types of) PS rules and PS branches encoded by the corpus trees
(after categorial filtering in preprocessing).

Note that the percentage of new (unseen) tree branches in J02-1 and J02-2 is considerably lower than
for new (unseen) PS rules.29 This is not surprising, and supports our annotation scheme, where annotation
involves underspecified, partial trees – often single branches.

T1 sentences length phrasal cat lexical cat PS rules tree branches
J01 66 34.27 (max. 94) 32 73 430 281
J02-1 50 (1-50) 21.68 (max. 47) 25 (3 new) 64 (8 new) 249 (150=60.34% new) 172 (36=20.93% new)
J02-2 46 (51-96) 24.8 (max. 45) 24 (4 new) 57 (3 new) 212 (96=45.28% new) 163 (26=15.95% new)

166 39 84 676 434

The results are summarized in table T2. Note that in this experiment correctness of f–structure assignment is
measured modulo the PP argument/adjunct distinction, the missing assignment of control/raising equations,
and systematic ambiguities as to the distinction between ADJUNCT vs. XCOMP readings of infinitives. Also,
attachment or labelling mistakes in the treebank are not counted as annotation mistakes if the resulting
f–structure is predicted from the given tree.

AG1 consists of 173 tag simplification and lexical rules, and 118 non-lexical f–structure assignment
rules. AG1 covers 48% of the unseen sentences of J02-1. As expected from the above data, the upgrade
from AG1 to AG2 required little effort: it involves 28 new and 5 modified rules, and required approx. 1
person day of work. AG2 applied to the unseen section J02-2 covers 76.09%.

T2 correct fs partial fs tag rules lexical rules non-lex rules all rules
J01 with AG1 50 75.76% 16 24.24% 41 132 118 291
J02-1 with AG1 24 48% 26 52% 41 132 118 291

J02-1 with AG2 49 98% 1 2% 41+4 132+4 118+20 291+28 = 319
(2 mod) (3 mod)

J02-2 with AG2 35 76.09% 11 23.91% 45 136 138 319

Discussion Our first experiment confirms the intuition that partial c–structure/f–structure correspondences
generalize much stronger than full PS rules-to-f–structure correspondences, due to the fact that annotation
principles typically select tree branches (plus some contextual constraints), which correspond to functional
dependencies in f–structure. This is brought out by the ratio of new, unseen tree branches vs. PS rules in
the corpus, and the corresponding ratio of added/modified annotation rules (table T3). The percentage of
added/modified annotation rules corresponds almost exactly to the percentage of unseen PS branches. Our
figures are of course not yet sufficient to judge whether the number of new annotation rules will decrease
proportional to the number of new PS branches. But, since our rules make heavy use of category underspec-
ification (see Section 3.5), we anticipate that the number of new annotation rules will show even stronger
convergence.

T3 new PS rules new PS branches new phrasal annotation rules
J01 to J02-1 60.34% 20.93% 19.49%
J02-1 to J02-2 45.28% 15.95% —

29And this already as evaluated on types, not on tokens. With growing coverage, novelty percentages at the level of tokens should
be lower.
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These results are promising, and particularly important for corpus-based approaches that rely on grammars
(or trees) extracted from treebanks. Such grammars typically feature large, flat PS rules with repeated ma-
terial in their right-hand sides. That is, they lack the information about optionality of daughter constituents,
which in classical grammar writing is encoded by linguists. This linguistic knowledge captures generaliza-
tions that cannot easily be extracted from treebank grammars (and if so, only to a limited extent). The figures
above confirm that our approach to f–structure induction compensates for this inherent lack of generaliza-
tion by defining modular, principle-based annotation rules that apply to partial c–structure configurations
of flat PS rules. The annotation principles import rule-based linguistic knowledge into the corpus-driven
annotation process: they define how to generalize over varying syntactic contexts, abstracting away from
linguistically irrelevant co-occurrences.

The amount of generalization captured by modular, partial annotation principles is also brought out by
the high percentage of f–structures that could be correctly assigned for unseen portions of text: 48% and
76.09%, respectively.30 These figures are extremely promising, but further work has to show how the novelty
curve converges with repeated upgrades over new portions of text.

The robustness of our f–structure induction method – clearly indicated by the amount of large, partial
f–structures in the case of missing annotation rules – relies on two main factors. One is the underlying
rule compiler, the XLE term rewriting component. The rules are conditional, i.e., they only apply if their
LHS terms match the input. They do not apply otherwise, hence the system doesn’t fail in the case of
missing rules. And since the principles specify small, modular c–structure configurations, they typically do
not fail to apply in larger, unseen contexts. Second, in our application we rely on manually approved (i.e.
deterministic) c–structure input, whereas in a classical LFG parsing architecture c– (and f-) structures are
freely constructed from a set of PS rules, which therefore must encode numerous grammaticality constraints
as a filter on a large set of possible structures assigned to an input string. Such grammars are by necessity
more constrained, and therefore less robust. This burden is taken from annotation grammars that operate on
disambiguated c–structure input.

5 Subcategorization and OT constraint ranking

The evaluation of our experiment in Section 4 does not measure the correctness of certain grammatical func-
tion assignments, in particular the argument/adjunct distinction for PPs and to-infinitives, and raising/control
equations. In this first setup we focussed on the structural aspects of f–structure assignment, to test how well
we can do without explicit lexical knowledge. Since we did not incorporate any lexical subcategorization
knowledge, it is obvious that in some nondeterministic contexts grammatical function assignment cannot be
correctly disambiguated, given only c–structure or lexical category information.

The next step is to integrate lexical subcategorization information in the annotation process. We first
describe the basic formal account on how to integrate subcategorization information to resolve nondeter-
minism in grammatical function assignment. However, a simple, straightforward application of this scheme
will involve considerable overhead in computation, and, in essence, compromise one attractive feature of our
approach, its inherent robustness. We therefore propose a selective approach to subcategorization-based am-
biguity filtering, combined with techniques for OT-based ambiguity ranking in large-scale LFG grammars
(cf. Frank et al. (1998, 2000)).

5.1 Lexical information for grammatical function assignment

Subcategorization ambiguities that cannot be predicted from ordinary c–structure encodings in treebanks
are illustrated in (1) and (2) for argument/adjunct ambiguities of PPs and to-infinitives.31

30Even though section J01 features sentences with about 10 words in average more than in the later sections, this result is
significant. Note also that these figures are conservative, in that they only record completely connected f–structures, whereas almost
all remaining sentences yielded large pieces of partial, unconnected f–structures.

31Some treebanks, e.g. PennTreebank, encode subcategorization distinctions of this type. See Sec. 6 for discussion.
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(1) A plug and a tube with holes in its cylindrical walls divided the chamber above the porous plug into two parts.

[s, [n, a plug and a tube with holes in its cylindrical walls], [v,[vvd,divided]],[n, the chamber above the porous plug], [p,
into two parts]]

(2) The high heat fluxes existing at the electrode surfaces of electric arcs necessitate extensive cooling to prevent electrode ablation.

[s,[n, the high heat fluxes existing at the electrode surfaces of electric arcs], [v,[vv0,necessitate]], [n, extensive cooling], [t,
to prevent electrode ablation]]

In such nondeterministic contexts, annotation rules assign grammatical functions disjunctively, by use of
optional rules. Below, the first rule applies optionally, defining the PP (p) as an ADJUNCT of the VP (v); the
second rule (alternatively) assigns the PP the argument function OBLique.

arc(A,v,B,p) ?= � adjunct x(A,B)

arc(A,v,B,p) == � oblique(A,B)

Without any further lexical information about the governing verb, divide in (1), the ambiguity can only be
resolved manually. Similar rules produce a systematic ambiguity for to-infinitives as in (2), which can be
either ADJUNCTs or XCOMP complements.

In order to (partially) resolve such ambiguities, we integrate subcategorization knowledge, extracted
from machine-readable dictionaries.32 The subcategorization frames stated in the dictionary are compiled
into the rule format illustrated below. Largely equivalent to subcategorization encoding in LFG seman-
tic forms, the PRED value is expanded to a predicate pred x, with an index Id, a unique identifier for
the subcat-reading at hand (pred x(X,Lex,Id)), together with a set of terms GF sc(X,Id) for each
grammatical function GF the lexical item subcategorizes for on reading Id.

pred(A,exist) == � pred x(A,exist,1), subj sc(A,1).

pred(A,necessitate) == � pred x(A,necessitate,1), subj sc(A,1), obj sc(A,1).

pred(A,divide) ?= � pred x(A,divide,1), subj sc(A,1), obj sc(A,1).
pred(A,divide) == � pred x(A,divide,2), subj sc(A,2), obj sc(A,2), obl sc(A,2,into).

These lexical rules apply late in the annotation process, after the f–structure is completed through c–
structure-guided, partially nondeterministic grammatical function assignment. With matching pred terms
in the input, the rules introduce the respective subcategorization constraints into the f–structure space, where
they can be used to check and filter the GF assignment ambiguities. This is done by encoding LFG com-
pleteness and coherence constraints in a straightforward way, as illustrated below for the SUBJ function. If
completeness or coherence is violated, for any of the grammatical functions, we record the type of violation
in a term o x(X,OTmark).

completeness constraints (subj): +pred x(A, ,X), +subj sc(A,X), -subj(A, ) == � o x(A,incomplete).
coherence constraints (subj): +pred x(A, ,X), -subj sc(A,X), +subj(A, ) == � o x(A,incoherent).

In this way we model the approach to OT constraint ranking for ambiguity filtering in LFG grammars
proposed in Frank et al. (1998, 2000), extending it to well-formedness constraints of completeness and
coherence. By declaring the “OT marks” incomplete and incoherent as UNGRAMMATICAL- or
NOGOOD-marks in a grammar-specific constraint ranking hierarchy (see below), the f–structures marked
with the respective OT marks will not be considered grammatical, and therefore effectively filtered from the
set of grammatical f–structures.33

Optimalityranking: pp obl inf xcomp NEUTRAL UNGRAMMATICAL incomplete incoherent

NOGOOD.

32The COMLEX dictionary, for example, (distributed by the Linguistic Data Consortium LDC at
http://www.ldc.upenn.edu) provides extensive subcategorization information for English.

33For more detail on the interpretation of the various types of OT marks, see Frank et al. (1998, 2000). We implemented a
corresponding constraint ranking algorithm which we apply to filter and rank ambiguities in the output of f–structure annotation.
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Given the lexical entry for necessitate above, the XCOMP reading for the to-infinitive in (2) is marked in-
coherent, the ambiguity is successfully resolved to the adjunct reading. On the other hand, divide in (1)
optionally subcategorizes for an OBLique PP (into). Whereas an OBL function is penalized on the transi-
tive reading 1, and vice versa for ADJUNCT assignment with reading 2, we cannot resolve the ambiguity
between subcat reading 1 and 2 in terms of coherence and completeness constraints. However, in such cases
of real syntactic ambiguity we can state a general preference for the OBLique reading of optional PP argu-
ments, by assigning a preference mark o x(A,pp obl) in the corresponding lexical entry, and similarly
for ambiguities involving optional XCOMP arguments.

pred(A,divide) ?= � pred x(A,divide,1), subj sc(A,1), obj sc(A,1).
pred(A,divide) == � pred x(A,divide,2), subj sc(A,2), obj sc(A,2), obl sc(A,2,into), o x(A,pp obl).

With the OT constraint ranking hierarchy given above, the (preferred) oblique reading will be determined as
the winner in competition against the unmarked (NEUTRAL) ADJUNCT reading, which will be determined
as suboptimal. While it will always be possible to construe counterexamples where such general preference
constraints make wrong predictions, they prove very efficient and reliable in practice, and can be refined by
further knowledge sources (cf. Frank et al. (1998, 2000)).

5.2 A selective approach to ambiguity filtering

With such a general approach for subcategorization-based ambiguity filtering and preference ranking, we
could now compile large subcategorization dictionaries into lexical rules as illustrated above. Given the large
amount of subcategorization frames that verbs, adjectives and also nouns can allow, this does not only imply
a significant amount of processing, it also raises the issue of robustness. It is still easy to account for missing
lexical entries in the subcategorization lexicon – here we exploit the conditional format of our lexical rules:
if no entry is present for a given lexical form, no rule is applied. The worst that can happen in this case is that
we do not filter any nondeterministic function assignments. We still get a set of (minimally) ambiguous f–
structures for manual selection. However, the lexicon might contain a subcat entry for a lexical item which is
missing a particular frame, the one that is crucial for the sentence at hand. In such a case, the corresponding
(correct) function assignment will be judged incoherent or incomplete, the analysis will be rejected. One
possible remedy is to declare completeness and coherence constraint violation as ungrammatical marks, as
shown above. As in classical Optimality Theory, this type of constraint violation will only be considered
“ungrammatical” if some other, less strongly marked competing analysis is available. That is, the analysis
can surface as long as no other subcategorization frame fits the correct function assignment better, or no
competing analyses can be validated. Yet, in such situations, unwarranted ambiguities may arise.34

But . . . let us step back and reconsider our experiment above, where – without any lexical subcatego-
rization information – most types of grammatical function assignments could be reliably stated by looking
at c–structure configurations, lexical items, or lexical categories in treebank entries. For illustration, look-
ing at (3), consider that-clauses adjacent to nouns, which could be either subcategorized COMPlements or
relative clauses. Since the treebank uses distinct lexical categories for that as a complementizer, relative or
demonstrative pronoun, the function assignment can be unambiguously determined by constraining the local
syntactic context. Similarly, we can distinguish predicative be from the tense auxiliary in terms of its imme-
diate c–structure context. And even though we generalize over the (original) distinct treebank categories for
relative, adjunct, or complement clauses, the distinct f–structure contributions of these clauses can, again,
be assigned by looking at a small class of lexical functional heads in the immediate syntactic context.

(3) This result suggests a very high temperature at the solid surface of the planet, although there is the possibility that the
observed radiation may be a combination of both thermal and non-thermal components and that the observed spectrum is
that of a black body merely by coincidence.

34As an example, if for some verb the lexicon specifies two subcat frames: � SUBJ � and � SUBJ, OBL � , but misses a valid tran-
sitive frame � SUBJ, OBJ � , a structure that introduces SUBJ and OBJ functions will be assigned an equal number of ungrammatical
(completeness & coherence) violation marks for both incorrect readings.
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A natural, selective approach to ambiguity filtering is thus to rely on grammatical function assignments
without lexical validation in all those cases where the information can be gathered from the c–structure
context (or morphological marking in case-marking languages), that is, by exploiting linguistic insights
and generalizations encoded in the respective treebank annotations. Only those types of ambiguities that
need to be validated or disambiguated in terms of lexical subcategorization properties will be checked by
consulting lexical knowledge bases – which are by necessity error-prone and incomplete.35 This selective
approach to lexicon-based ambiguity filtering is an important move, in that it proposes a novel partition
of ambiguity filtering knowledge in the LFG architecture, which is also essential to preserve the inherently
robust architecture of our f–structure induction method. It is evident that this approach is strongly dependent
on language-specific properties, the specific encoding schemes of the underlying treebanks, as well as, of
course, our specific application scenario: f–structure annotation of disambiguated trees. Yet, the investi-
gation of language-specific encoding strategies of grammatical functions constitutes an interesting research
topic in itself.36

5.3 Future Work

We have implemented the basic and selective approach to subcategorization filtering and ambiguity ranking
for a toy dictionary. In future work we will extract subcategorization frames for the 3 types of ambiguities
discussed above from a large subcategorization dictionary, and test the lexicalized f–structure annotation
grammar on the sections of the Susanne corpus analyzed in Section 4. The evaluation will then measure
correct subcategorization assignment in optimal f–structures.

6 Annotating Treebanks – A Balancing Act

At this point, we need to raise an issue about varieties in treebank annotation schemes, and how best to
exploit them for different applications. Some treebanks, such as the PennTreebank, encode a significant
amount of subcategorization in complex category labels. The obvious question to ask then, is why not di-
rectly exploit these encodings. If our objective is simply to build f–structure banks, this is the best option.
In our experiment we have shown that our approach is more flexible, in that it allows us to construct cor-
rect f–structures from poorer treebank encodings. Moreover, encoding grammatical functions in terms of
complex category labels and coindexations in c–structure misses generalizations that appear, in a normal-
ized representation, at f–structure (consider e.g. active/passive distinctions, extraposition, or topicalization).
More importantly, our method can be extended to free parsing architectures, with c–structure filtering based
on probabilistic CFGs, trained on treebanks. If such grammars are trained on highly complex PS categories,
they will not generalize enough to deliver good statistics. Instead, treebank grammars are typically trained
on suitably impoverished categorizations, stripping off special indexations and collapsing overspecific func-
tional labels. The c–structures delivered by such a PCFG will miss some of the extra knowledge encoded
in the treebank, but can be supplemented with the additional, much more general knowledge imported by
annotation principles and lexical knowledge sources in subsequent f–structure projection. Finally, we can
define varying annotation grammars for a validation scenario: one annotation grammar can exploit highly
specific treebank encodings, i.e. functional labels and coindexations. The resulting f–structure bank can then
be used as a reference corpus for evaluation of the second grammar, eventually used in free parsing, which
operates on a coarser set of category labels (both in parsing and annotation), but exploits the complementary
linguistic knowledge encoded in annotation principles and subcategorization lexica.

35In practice, this means that our subcategorization lexicon contains only a limited subset of lexical entries and subcat frame
types, those related to the specific types of ambiguities we need to resolve – and these are limited. Lexicon lookup is then restricted
to contexts where these respective types of ambiguities arise.

36See, for instance, the generalizations on morphological marking across languages in Berman (1999), as well as studies on
head-marking languages (e.g., Nordlinger (1997), Bresnan (2000)).
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7 Conclusion

We presented one of two alternative methods to automate the approach of van Genabith et al. (1999a,b,c).
Annotation principles define

�
–correspondences from partial c–structure configurations to their correspond-

ing partial f–structures. Our first experiment shows that this approach is a promising method for treebank
annotation with f–structures. In particular, we show first promising figures for upgrading to extended frag-
ments, which stem from generalizations captured in linguistically motivated, modular and partial annotation
principles. Moreover, the method can be viewed as a technique for rapid, corpus-based grammar develop-
ment. Our annotation grammar was set up in a time frame of about 3 weeks, and covers contiguous real-life
text, including sentences with up to 94 words. The grammar comprises lexical and morphological rules ( �

lexicon templates), tag compaction rules, as well as rules for virtually all core phenomena of syntax.37

In our approach – which we might call “corpus-based LFG” (CB-LFG) – we exploit the linguistic
knowledge about c–structure organization that is implicit in the treebank entries, together with the fact
that the assigned trees are disambiguated. In comparison, classical LFG grammars must not only define
the context-free rule set for a particular language. Broad-coverage LFG grammars also have to cope with
massive ambiguity arising from large sets of PS rules, and therefore state f–structure constraints to tame
the amount of unwarranted ambiguities and ungrammatical analyses. In the context of f–structure induction
from treebanks, we rely on c–structure disambiguation and, by and large, grammaticality of the input. The f–
structure projection principles can be stated in a less constrained, declarative way, which naturally increases
the robustness of such “grammars”.

The annotation principles we use for f–structure induction from trees can be considered as a modular,
principle-based c–structure/f–structure interface for LFG grammar architectures, and we apply it, here, to
real-life language fragments, combining a corpus-driven approach with rule-based linguistic knowledge.
There is, however, still some way to go to extend f–structure induction from treebank trees to a probabilistic
robust parsing architecture for the analysis of new sentences.
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Appendix: An example f–structure from the Susanne Corpus

"’ observations of the radio emission of a planet which has an extensive atmosphere will probe the atmosphere to a greater − extent than those − using shorter wave lengths and − should in some cases give otherwise unobtainable information about the characteristics of the solid surface .’ "

’will<[−1−XCOMP:probe] >[−1−XCOMP−SUBJ:observation] ’PRED

’probe<[−1−XCOMP−SUBJ:observation] , [−1−XCOMP−OBJ:atmosphere] >’PRED

’atmosphere’PRED

SPEC−TYPE def, SPEC−FORM theSPEC

PERS 3, NTYPE common, NUM sg

OBJ

’observation’PRED

’of<[−15−OBJ:emission] >’PRED

’emission’PRED

SPEC−TYPE def, SPEC−FORM theSPEC

’radio’PRED
PERS 3, NTYPE common, NUM sg−9

MOD

’of<[−16−OBJ:planet] >’PRED

’planet’PRED

SPEC−FORM a, SPEC−TYPE indef, NUM sgSPEC

’have<[−7−SUBJ:pro] , [−7−OBJ:atmosphere] >’PRED

’atmosphere’PRED

SPEC−FORM an, SPEC−TYPE indef, NUM sgSPEC

’extensive’PRED
ATYPE attr, ADEGREE positive−12

ADJUNCT

PERS 3, NTYPE common, NUM sg

OBJ

’pro’PRED
PRON−TYPE rel, PRON−FORM whichSUBJ

[−7−SUBJ:pro]TOPIC
PASSIVE −, PROG −, PERF −, VTYPE main, TENSE present, ADJUNCT−TYPE rel−7

ADJUNCT

PERS 3, NTYPE common, NUM sg

OBJ

−16

ADJUNCT

PERS 3, NTYPE common, NUM sg

OBJ

−15

ADJUNCT

PERS 3, NTYPE common, NUM pl

SUBJ

’to<[−17−OBJ:extent] >’PRED

’extent’PRED

SPEC−FORM a, SPEC−TYPE indef, NUM sgSPEC

’than<[−3−OBJ:pro] >’PRED
comparisonADJUNCT−TYPE

’pro’PRED

’use<[−8−SUBJ:pro] , [−8−OBJ:length] >’PRED

’length’PRED

’wave’PRED
PERS 3, NTYPE common, NUM sg−10

MOD

’short’PRED
ATYPE attr, ADEGREE comparative−11

ADJUNCT

PERS 3, NTYPE common, NUM pl

OBJ

’pro’PRED
PRON−TYPE anaph, PRON−FORM null

SUBJ

PROG +, PASSIVE −, PERF −, VTYPE main, ADJUNCT−TYPE verbal−8

ADJUNCT

PRON−TYPE demon, NUM pl, PRON−FORM those

OBJ

−3

’great’PRED
ATYPE attr, ADEGREE comparative−4

ADJUNCT

PERS 3, NTYPE common, NUM sg

OBJ

−17

ADJUNCT

PASSIVE −, PROG −, PERF −, VTYPE main

XCOMP

[−1−XCOMP−SUBJ:observation]SUBJ
PERF +, PASSIVE −, PROG −, VTYPE modal

[−2:shall]>s−1

’shall<[−2−XCOMP:give] >[−1−XCOMP−SUBJ:observation] ’PRED

’give<[−1−XCOMP−SUBJ:observation] , [−2−XCOMP−OBJ:information] >’PRED

’information’PRED

’about<[−5−OBJ:characteristic] >’PRED

’characteristic’PRED

SPEC−TYPE def, SPEC−FORM theSPEC

’of<[−14−OBJ:surface] >’PRED

’surface’PRED

SPEC−TYPE def, SPEC−FORM theSPEC

’solid’PRED
ATYPE attr, ADEGREE positive−13

ADJUNCT

PERS 3, NTYPE common, NUM sg

OBJ

−14

ADJUNCT

PERS 3, NTYPE common, NUM pl

OBJ

−5

’unobtainable’PRED

’otherwise’PRED−19ADJUNCT

ATYPE attr, ADEGREE positive−6

ADJUNCT

PERS 3, NTYPE common, NUM sg

OBJ

[−1−XCOMP−SUBJ:observation]SUBJ

’in<[−18−OBJ:case] >’PRED

’case’PRED

SPEC−TYPE quant, SPEC−FORM someSPEC

PERS 3, NTYPE common, NUM pl

OBJ

−18

ADJUNCT

PASSIVE −, PROG −, PERF −, VTYPE main

XCOMP

[−1−XCOMP−SUBJ:observation]SUBJ
PERF +, PASSIVE −, PROG −, VTYPE modal−2

CONJ−FORM and, STMT−TYPE declarative−20

Figure 1: F–structure for: Observations of the radio emission of a planet which has an extensive atmosphere will
probe the atmosphere to a greater extent than those using shorter wave lengths and should in some cases give otherwise
unobtainable information about the characteristics of the solid surface.
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LFG00 Kuhn: Faithfulness violations and bidirectional optimization

Abstract

The systematic assumption of faithfulness violations in Optimality Theory implies an infi-
nite space of candidates. Under the methodological principle of trying to explain as much
possible through constraint interaction, control over this infinite space should be exerted
by the constraints. Assuming the subsumption-based candidate definition of OT-LFG, the
candidate space is indeed sufficiently structured to facilitate computational processing ac-
cording to this principle. However, the parsing direction in the standard production-based
optimization model is not subject to optimization, so for the parsing task, a decidability
issue arises. Adopting a bidirectional optimization model is one way of solving this prob-
lem, but the required strong concept of bidirectional optimization may not be linguistically
desirable. Other possible conclusions are discussed briefly.

1 Introduction

The key insight in the Optimality-theoretic (OT) approach in phonology and syntax1 has been
that variation between languages can be derived in a system assuming a universally invariant
set of (conflicting) constraints on well-formed linguistic structures where it is only the relative
ranking of these constraints that differs cross-linguistically. A constraint may be violated to
satisfy some more highly ranking constraint. The different language-specific constraint rankings
will bring out different ways of resolving conflicts between the constraints, leading to a different
set of optimal (i.e., by definition grammatical) structures.

Slightly more technically, an OT system is thus set up as the combination of (i) a candidate
generation component (Gen) that – given some underlying form (the input) – produces a set of
competing structures which all satisfy some inviolable principles, and (ii) an evaluation com-
ponent (Eval) that checks the candidate structures for constraint violations and determines the
optimal (most harmonic) candidates relative to the constraint ranking of the language in ques-
tion. (The customary tableau notation focuses on component (ii), assuming the candidate set
as given and illustrating the constraint violations of the individual candidates and the harmony
evaluation across the candidates.)

This general set-up leaves quite some space for variation as to the implementation of a
particular OT system for use in a linguistic study or a computational system. One may choose
to assume a relatively restrictive set of inviolable principles (as part of Gen), leaving a fairly
small set of alternatives for the optimization step, or one may assume very weak inviolable
principles and leave most of the work to the interaction of violable constraints.

Of course, keeping the candidate space small has the practical advantage of making the
optimization task more perspicuous to the theorist, and indeed most OT studies in the literature
focus on just some small set of candidates considered relevant for the studied phenomenon.
However, this practical move doesn’t justify the conclusion that the overall system that OT
theorists see themselves as contributing to has a Gen component doing that much work. To the
contrary, a widely assumed methodological principle is:

(1) Methodological principle of OT
Try to explain as much as possible as an effect of constraint interaction.

1(Prince and Smolensky 1993); see (Kager 1999) for an introduction.
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This implies an overall OT model with a very weak Gen component.
As an end in itself, principle (1) would not be of much scientific value. What is behind it

is the above mentioned observation that for certain linguistic phenomena, OT constraint inter-
action has been shown to successfully predict the space of cross-linguistic variation (through
factorial typology, cf. e.g., Kager 1999, sec. 1.7), including the systematic exclusion of certain
logically possible languages. So the reason for following (1) is to investigate to what extent OT
constraint interaction may serve as the key explanatory device in modelling linguistic knowl-
edge in general. Evaluation of success in this investigation should be based on criteria like the
following: Is the empirically observable typological space predicted based on a set of well-
motivated constraints?2 The strong hypothesis of the Optimality-theoretic approach is thus that
all (and only) the observed cross-linguistic variation can be explained as an effect of constraint
reranking.

A closer investigation of the formal and computational implications of the strong OT hy-
pothesis is one way of checking to which degree it is tenable. The present paper is an attempt to
follow this path, focusing on the division of labour between Gen and Eval. A key question will
be under what circumstances the processing tasks (parsing/recognition and generation) based
on an OT model are decidable (Johnson (1998) observes a decidability problem for the general,
unrestricted OT model).

The reasoning in this paper is as follows: we can observe certain variations across the lan-
guages of the world (whether or not (i) expletive elements are used and (ii) pronominals may be
dropped): sec. 2. If we want to model these variations as a mere effect of constraint interaction,
Gen has to have a certain property (generating particular faithfulness violations); such a system
is definable in the OT-LFG framework: sec. 3. Now, if we want all the processing tasks (in par-
ticular parsing) to be decidable with this type of Gen, we are forced to assume a bidirectional
optimization regime. (A processing scheme for OT-LFG is reviewed in sec. 4; sec. 5 addresses
the decidability issue and bidirection.) Bidirectional optimization has been variously argued for
on empirical grounds, but it also has certain problems and is certainly not the standard model as-
sumed for OT. Thus, it is somewhat surprising that under the given assumptions and hypotheses,
bidirectional optimization is enforced on computational grounds. There are different possible
conclusions to be drawn from this result (sec. 6).

The approach taken in this paper differs from the approach of (Kuhn 2000a), where the
methodological principle (1) wasn’t given highest priority, but the goal was to directly exploit
results from formal work on classical LFG in order to set up a model for OT-LFG with decidable
processing tasks.

2 Variation across languages

The types of cross-linguistic variation that motivate the assumption of considerable differences
between the competing candidates’ surface strings are very basic ones and were already dis-
cussed in the earliest work on OT syntax (cf. Grimshaw 1997): for syntactic reasons, some

2In the motivation of constraints for OT syntax there is a certain danger for circularity, since often an obvi-
ous functional motivation (like phonetic restrictions in OT phonology) cannot be given, so the best motivation is
through effects of the constraint in interaction, essentially based on factorial typology.
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languages require the use of expletive elements where other languages do not (cf. the expletive
do in English (2a), vs. the German example (2b)).

(2) Expletive elements

a. Who did John see

b. Wen
whom

sah
saw

John
John

According to the methodological principle of OT (1), this contrast should be explained as
an effect of constraint interaction; i.e., the structures of both sentences have to be competitors
in the same candidate set. The candidate winning in English is a case where the surface string
contains some additional element not present in the underlying input. So, quite similarly as in
OT phonolgy, faithfulness to the input has to be a violable constraint in OT syntax. In English, it
is outranked by some structural Markedness constraint, thus giving rise to an unfaithful winner.
The constraint at stake here is DEP-IO:

(3) DEP-IO: Output segments must have input correspondents.—‘No epenthesis’

(4) MAX-IO: Input segments must have output correspondents.—‘No deletion’

For the MAX-IO constraint, we also find syntactic examples: Pro-drop languages like Ital-
ian (5b) have no overt correspondence for the subject pronoun referring to a topical entity (5a)
(cf. Grimshaw and Samek-Lodovici 1998). This demonstrates that it is possible to leave some
input material unrealized to satisfy some high-ranking Markedness constraint.

(5) Dropped pronominal

a. She has sung

b. _ ha cantato

Consequences for Gen As already stated in the introduction, identifying something as an
effect of constraint interaction implies that the other component of an OT system, Gen, has
to preserve the status quo. Assuming faithfulness as a violable constraint means that candidate
generation has to be insensitive to the preservation of the input information in the surface string.

Assuming a predicate-argument structure with additional tense information as in (6) as input
(cf. Grimshaw 1997), we are thus faced with all items in (7) as possible candidates, most of
them violating DEP-IO or MAX-IO or both (violating MAX-IO twice will for instance lead to
a phonologically empty candidate: (7f)).

(6) Input
laugh(Ann) & TENSE: PAST
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(7) a. Ann laughed

b. Ann did laugh

c. it laughed Ann

d. laughed

e. Ann

f.

g. she laughed

h. she did

i. Ann yawned

j. Ann saw him, etc.

With an appropriate number of MAX-IO violations (precluding the underlying input form to
appear overtly) and DEP-IO violations (introducing material that normally denotes something
else) we can arrive at every conceivable word string, no matter what the input is. At first sight,
such an OT system clearly seems computationally intractable due to an incontrollable candidate
space. As will be shown in the next section, the LFG-based conception of OT syntax provides
a natural framework for modelling the intuitions about faithfulness violations addressed in this
section in a way that allows one to structure the candidate space adequately for computational
processing.

3 Optimality-theoretic LFG:
the subsumption-based conception

The starting point for the LFG-based framework for OT syntax, due to (Bresnan 1996; Bresnan
1998), is the observation that the following two intuitions underlying candidate generation can
be captured in a formally precise way using LFG:

� All candidates satisfy certain inviolable principles;

� competing candidates are alternative realizations of the input.

The inviolable principles can be encoded in a formal grammar, and using a formalism
with a structural representation abstracting away from language-specific realization issues (f-
structure), we also have a way of making the role of the input in candidate generation explicit.
Inputs are simply formalized as (not yet fully specified) f-structures.

Then the candidates for a given input can be defined as

� analyses of an LFG grammar encoding the inviolable principles (call it
���������
	��

)

� containing (i.e., being subsumed by) the input in their f-structure.
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More formally, we have the following definition of Gen (cf. Kuhn 2000a; Kuhn 2000b –
the language generated by an LFG grammar is defined as a set of c-structure/f-structure pairs���������

):

(8) Definition of Gen� ���
: input representation,

Gen 	 � ����

��� ��������������� 	 � �������
	 ��
�� � ����� ���
, where

���
contains no more semantic infor-

mation than
� �
���

This means that candidates may monotonically add (non-semantic) information to the input
f-structure, plus they each specify a particular c-structure.

input

�        !
PRED ‘read(x,y)’

GF " �! PRED ‘PRO’
PERS #
NUM SG

$%
&

GF ' ( PRED ‘THING’
OP Q )�*

TNS FUT

$,++++++++%
Gen

IP

NP I -
she I VP

will V -
V NP

read what�    !
PRED ‘read . S , O / ’
SUBJ 0 PRED ‘PRO’ 1
OBJ ( PRED ‘PRO’

OP Q )
TNS FUT

$ ++++%
marks

{ *OP-SPEC }

Eval (language-specific)

CP

NP C -
what IP

NP I -
she I VP

will V -
V

read�      !
PRED ‘read . S , O / ’
SUBJ 0 PRED ‘PRO’ 1
OBJ ( PRED ‘PRO’

OP Q )
TOPIC 2 3
TNS FUT

$,++++++%

{ *OB-HD, *STAY }

CP

NP C -
what C IP

will NP I -
she VP

V -
V

read�      !
PRED ‘read . S , O / ’
SUBJ 0 PRED ‘PRO’ 1
OBJ ( PRED ‘PRO’

OP Q )
TOPIC 2 3
TNS FUT

$,++++++%

{ *STAY, *STAY }

☞

. . .

Figure 1: Illustration of the OT-LFG model

With this conception of Gen, the Markedness constraints can be formulated straightfor-
wardly as descriptions of structural configurations in the candidate c-structure/f-structure pairs
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(for more discussion, see Kuhn 2000a, sec. 3.2). So, the standard OT definition of Eval (which
has been much more explicit in the literature than the definition of Gen) can be applied. The
entire OT-LFG system is illustrated graphically in fig. 1. The inviolable principles underly-
ing candidate generation are essentially an extended X-bar theory (Bresnan 2000, ch. 7), the
three violable constraints at work (listed in (9)) are taken from Bresnan’s (1998) LFG-based
reconstruction of (Grimshaw 1997). (Application of the violable constraints is called marks.)

(9) OP-SPEC An operator must be the value of a DF in the f-structure.
OB-HD Every projected category has a lexically filled [extended, JK] head.
STAY Categories dominate their extended heads.

The language generated by an OT system is thus defined as follows (note the existential
quantification over input representations, which will be of importance when looking at the pars-
ing/recognition task in sec. 4.2):

(10) Language generated by an OT system

A string � is contained in the language defined by an OT system

iff there exists an underlying input representation
� �
�

s.th. � is the terminal string of
the optimal candidate in Gen 	 � �
��


.

3.1 Faithfulness violations in OT-LFG

Let us come back to the faithfulness violations addressed in sec. 2. Following the methodologi-
cal principle (1), we do not want to exclude overly unfaithful candidates from the candidate set,
building some limit into the definition of Gen.3 The fact that overly unfaithful candidates play
no role when it comes to finding the most harmonic candidate should follow from constraint
interaction alone. So, Gen should provide arbitrarily serious faithfulness violations.

Definition (8) looks very restrictive, with the subsumption condition disallowing the deletion
of input information (as seems to be required for modelling MAX-IO violations), and an addi-
tional clause excluding the addition of semantic information (cf. DEP-IO violations/epenthesis).
However, it is a crucial point of the approach taken here that this restrictive definition of Gen is
kept up – it will be the basis of keeping control over the candidate in processing. The intended
faithfulness violations can indeed be captured within the limits of this definition, by regarding
unfaithfulness as a tension between f-structure and the categorial/lexical realization:

At f-structure, semantic information may neither be added nor removed. C-structure on the
other hand may contain material without an f-structure reflex (epenthesis), or leave f-structure
information categorially unrealized (deletion). This is illustrated in the following examples
((11)–(14)). Below the lexical entries, the ‘morpholexical constraints’ introduced by the lexical
item are shown. Standardly, these functional annotations are treated exactly the same way as
annotations in grammar rules, i.e., after instantiation of the meta-variables (

�
) they include, they

contribute to the overall set of f-descriptions the minimal model of which is the f-structure.

3This would of course be possible, and is a sensible thing to do from a practical point of view. But for our
understanding of the theoretical underpinnings of OT syntax we want to be sure that the system will also work
otherwise.
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As Bresnan (1998) discusses for the expletive do, the DEP-IO-violating use of a lexical item
can be modelled by assuming that (part of) its morpholexical contribution is not actually used in
the construction of the f-structure. This is illustrated by encircling the respective morpholexical
constraint.4

(11) is an example of an expletive use of the pronoun it in English, as assumed, e.g., in
(Grimshaw and Samek-Lodovici 1998, sec. 4). (12) is the well-known example of the expletive
do. Note that in contrast to classical LFG, in both these cases the ordinary lexicon entry is used
(i.e., referential it, and full verb do). It is merely used in an unfaithful way.5

(11) Violation of DEP-IO (3) (or FILL; Grimshaw: FULL-INT)� ! PRED ‘seem
�
( � XCOMP) � ’

XCOMP

�
PRED ‘sing

�
( � SUBJ) � ’

SUBJ � PRED ‘Maria’ ���
$,+%

FP

NP F
�

it VP

( � PRED)=‘it’ V FP

seems that Maria sings

( � PRED)=‘seem
�
( � XCOMP) � ’ . . .

(12)

�    !
PRED ‘see

�
( � SUBJ), ( � OBJ) � ’

SUBJ � PRED ‘pro’ 	�

OBJ

�
PRED ‘person’
OP � ��


$,++++%
FP

NP F
�

who F VP

( � PRED)=‘person’ do NP V
�

( � OP)=+
( � PRED)=‘do ��������� ’ they V

( � PRED)=‘pro’ see

( � PRED)=‘see ��������� ’
MAX-IO violations are the opposite situation. Some part of the f-structure (reflecting the

input) isn’t contributed by any of the lexical items’ morpholexical constraints. In the examples,
this is highlighted by encircling the respective part of the f-structure. (13) is a pro-drop example

4There are various ways how this can be formalized more rigorously. In (Kuhn 2000a, sec. 3.3.2), I introduce
a special � -projection from c-structure to l-structure. L-structure comprises all morpholexical constraints, some of
which may not be reflected in f-structure – thus faithfulness constraints can be formulated as structural conditions
on c-structure/l-structure/f-structure triples. In a set-up that doesn’t assume a strict modular split between Gen and
Eval this extra projection is superfluous. Faithfulness violations can be registered along with lexical access.

5In this paper, I do not address the question why it is not some other lexical item that is chosen and used
unfaithfully. See (Kuhn 2000a, sec. 3.3.1) for some discussion.
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from Italian. Note that – again as opposed to classical LFG – the PRED value of the subject is
not introduced by the inflection on the verb; it simply arises “from nothing” as a faithfulness
violation.

(13) Violation of MAX-IO (4) (or PARSE)�! SUBJ � PRED ‘pro’ 	
PRED ‘sing

�
(

�
SUBJ)

�
’

$%
VP

V
�

V

canta

(
�

PRED)=‘sing
�
(

�
SUBJ)

�
’

CONJP

CONJ FP

and F
�

( � CONJ)=AND VP

V
�

( � COMP)=
�

FP

F
�

VP

V
�

( � OBJ)=
�

NP

Ann

( � PRED)=‘Ann’

�                !

CONJ AND

PRED ‘claim(x,y)’

SUBJ � PRED ‘John’ 	 

COMP

�       !
PRED ‘see(u,v)’

SUBJ � PRED ‘Bill’ 	��
TNS PAST

OBJ � PRED ‘Ann’ 	��
$ ++++++%



$,++++++++++++++++%

Figure 2: MAX-IO-unfaithful candidate in an ellipsis account

With such MAX-IO violations being part of the candidate space, it becomes conceivable
to set up an OT account of ellipsis that explains the (im)possibility of ellipsis in context as an
effect of constraint interaction. Let us look at the candidate in fig. 2 as one such MAX-IO-
unfaithful candidate. It is the c-structure/f-structure analysis assumed for B’s reply in dialogue
(14).6 This example is interesting since it illustrates the need for arbitrarily large portions of
dropped material (the recursive embedding in A’s utterance could be arbitrarily deep, which

6The representation builds on L. Levin’s (1982) analysis of sluicing, assuming that at f-structure, the antecedent
structure is fully reflected.
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would have to be reflected in the f-structure for B’s reply, according to the account assumed
here).7

(14) A: John claimed that Bill saw Sue.

B: And Ann.

A short digression on the constraint set required for such an ellipsis analysis: It is quite
clear how we can make the candidate in fig. 2 win over less elliptical competitors like and that
Bill saw Ann, or even and John claimed that Bill saw Ann: the assumption of anEconomy-
of-expression constraint like *STRUCT outranking MAX-IO will do the job – the elliptical
utterance is as expressive, using less c-structural material. However, this immediately raises
the question how to make sure that Economy of expression does not fire all the time, wiping
out most if not all of the linguistic material. Intuitively it is quite clear that only contextually
recoverable material may be ellided, but this idea has to be implemented more formally. A
rather straightforward way is to assume a constraint REC that is violated when some material
is left unrealized without there being an antecedent in the local context (cf. Pesetsky 1998).
Note that the architecture of the OT system has to be extended in order to make the extra-
sentential context visible for the OT constraints (a similar modification would be required in
other approaches to capture recoverability too).8

To sum up this section, the intuitive way of looking at the relation between the input and the
candidates in OT-LFG should be as follows: What is characteristic of an individual candidate
is its lexical material and c-structure; a candidate’s f-structure is mostly a reflex of the input.9

Input-output faithfulness amounts to comparing a candidate’s f-structure with its morpholexical
constraints. Thus one may call this the “lexicalist view of faithfulness” (cf. Kuhn 2000a).

3.2 Varying the input to optimization

Before addressing processing issues in view of the definition of candidate generation (Gen)
discussed above, it should be noted that a parameter in this definition can be modified. This will
give us a formal system with very similar properties, which may however be used to model a
different empirical concept.

So far, we have followed the standard application of OT as a definition of the grammatical
structures of a language. What is kept constant across candidates is (more or less) the part of

7The non-branching dominance chain dominating Ann in c-structure (which would be excluded by offline
parsability in classical LFG) reflects the assumption that the path to 0 PRED ‘Ann’ 1 in the f-structure cannot
arise as an effect of further MAX-IO violations. Instead, the standard X-bar annotation principles are at work,
introducing the COMP and OBJ embedding (and along the way, an Economy-of-expression constraint like *XP or
*STRUCT is violated). It is however conceivable to devise an account that assumes more compact c-structures on
the one hand, but further MAX-IO on the other.

8The condition that the REC constraint checks for is rather complicated, so one may hope to replace it by
simpler constraint, interacting. This becomes possible in a bidirectional optimization framework as discussed
below.

9In particular, faithfulness violations cannot lead to the situation that a candidate has a different meaning than
the meaning encoded in the input. This excludes a derivation of language-particular ineffability in the style of (Leg-
endre, Smolensky, and Wilson 1998), which works with LF-unfaithful winners. Ineffability is however derivable
through bidirectional optimization, without assuming LF-unfaithfulness.
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the structure that defines the meaning. The competing candidates are thus synonymous (poten-
tial) realization alternatives. In the procedurally flavoured standard terminology, this is called
production-based optimization, since Gen is in fact defined as an abstract production function.

Alternatively, we may let the f-structure vary freely across candidates and rather leave the
terminal string of the c-structure constant.10 The competing candidates are thus alternative
parses of the same string, and we have comprehension-based optimization. Overloading the
function name Gen to also cover the analogous string-based candidate generation function, we
get the definition (15). Hendriks and de Hoop (1999) use a comprehension-based optimiza-
tion model in what they call OT semantics; the winning structure models what native speakers
conceive as the preferred reading of a sentence.11

(15) Definition of Gen for comprehension-based optimization
� : string,
Gen 	 � 
 � � ����������� � 	 � �������
	�� 
�� � is the terminal string/yield of

� �
A stronger criterion for grammaticality can be formulated if the two concepts are combined

conjunctively: the successful candidate must be optimal both among all structures with the same
underlying form and among the structures with the same string. This is the underlying idea of
bidirectional optimization, which will be addressed more extensively in sec. 5.

4 Processing OT-LFG

Let us now turn to the question whether computational procedures can be devised for tasks based
on the formal system defined in sec. 3. We will start with the generation task for a production-
based optimization system: given an underlying form, what is the optimal candidate according
to an OT system? I will call this task (A1).

The initial idea how to approach this task is quite obvious: we can follow the definition of
the OT-LFG system illustrated in fig. 1, using standard LFG processing techniques (cf. Kuhn
2000a for a detailed discussion): (i) generate from the input f-structure, using the LFG grammar
for inviolable principles; (ii) apply constraints to the candidates (this gives us a sequence of
constraint violation counts for each candidate); (iii) pick the most harmonic candidate:

(16)

generation ��� � ��� � � marks ��� ����� ����� ��� � 	
	
	 ����� ��� ������ ���
� � ��� ��� � ����� � � � 	
	
	 ����� � � �� ���
. . . . . .����� ����� � ��� ��� � ����� � � � 	
	
	 ����� � ���

� ����������������

Eval � ��� 	���� � ��� 	���� � �
10Formally, all kinds of other criteria for specifying the candidate set are conceivable. In Minimalism-influenced

work in OT syntax, the candidate is often assumed to be defined by a common numeration, i.e., an unstructured
bag of lexical items. However, using the underlying (logical) form on the one hand and the surface string on the
other has a much clearer conceptual motivation in the broader cognitive context.

11Comprehension-based optimization also plays a role in learning. Tesar and Smolensky (1998) assume it as
robust interpretive parsing (cf. also Smolensky 1996). It is also being applied as a preference mechanism in the
large-scale LFG grammars developed in the Pargram project (Frank, King, Kuhn, and Maxwell 1998; Frank, King,
Kuhn, and Maxwell 2000).
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For the parsing task with a comprehension-based optimization system (call it (B1)), the same
set-up suggests itself, only starting with a string and applying standard LFG parsing rather than
generation as the initial step. But are these obvious approaches possible, given the faithfulness
violations allowed by Gen?

4.1 Infinite candidate sets in processing

For each of the two directions of optimization, one of the faithfulness constraints is a process-
ing issue (when violated): In production-based optimization, DEP-IO violations (epentheses)
create an infinite number of possibilities for generation. MAX-IO violations (deletions) are no
problem, since there is only a finite amount of information in the input to delete. Vice versa in
comprehension-based optimization, MAX-IO violations create an infinite number of possibili-
ties for parsing, whereas DEP-IO violations are unproblematic, as there is only a finite number
of string elements that could have been inserted.

Why doesn’t the problem arise in classical LFG parsing and generation? The bare for-
malism – a combination of a c-structure grammar as an unrestricted context-free grammar and
f-structure projected from c-structure – does actually allow for an infinite number of different
structures over a given terminal string: if the context-free grammar contains a rule recursion
that can be used in a non-branching way, there are arbitrary many c-structures, including zero
to

�
recursions. To ensure decidability of the parsing task, such recursions are excluded by

definition: the offline parsability condition (Kaplan and Bresnan 1982, 266) basically says that
if there is a potential recursion in a nonbranching chain, the structure passing this recursion zero
times is the only valid LFG structure (see (17a)).

For the classical generation task, there is a parallel issue to take care of: in a unification-
based framework, the same feature information can arise from arbitrary many c-structural
places, all being unified together. To guarantee decidability of the generation task, an offline
generability condition has to be assumed, again excluding vacuous application of rule recur-
sion, here with reference to resourced feature structures (cf. the example in (17b), assuming
that did doesn’t introduced a resourced PRED value).12

(17) a. Parsing b. Generation
* XP

YP
XP
. . .

* FP
NP F

�
who F FP

did F
�

F VP

did she see

Now, coming back to OT processing, in a set-up that is supposed to reflect the methodologi-
cal principle (1) we cannot base the candidate generation step on the classical parsing/generation
tasks with the offline parsability/generability conditions. The procedure for Gen should create
an infinite candidate space, and only constraint application acts as a restrictive device. For this
to work, we obviously need a procedure where the OT constraints are checked online, along

12See (Wedekind 1999; Kaplan and Wedekind 2000) for discussion; the use of an offline generability condition
is currently explored by the XLE group at Xerox PARC.
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with candidate generation. The sequential set-up (16) cannot work, since the first step wouldn’t
terminate.

Such a procedure is proposed in (Kuhn 2000b), using a chart for generation and parsing (see
below). Since the constraints do the work of limiting the search space, we have to be sure that
the system contains adequate constraints that will differentiate the candidates arising through
rule recursion. We may even call this the relaxed offline parsability/generability condition:

(18) Relaxed offline parsability/generability
A rule recursion may only be applied if at least one constraint violation is incurred by the
recursive structure.

Note that it is quite easy to guarantee for an entire OT system that all candidates satisfy (18):
a sufficient condition is that the set of constraints include the Economy-of-expression constraint
*STRUCT.

Markedness constraints A decidability problem may still arise if the constraint checking
cannot be performed at intermediate points in time during candidate generation. Therefore, the
constraints, in particular the Markedness constraints may not be of arbitrary complexity.

Recall that the conditions which markedness constraints check for are expressed as structural
descriptions of (parts of) candidate representations. We saw some examples in (9). In order to
ensure decidability, we assume the following restriction:

(19) Restriction on constraints:
The structure (c-structure/f-structure) denoted by the constraint condition must be
bounded.

Note that this restriction is fully compatible with the methodological principle (1) – although
here a different facet of the principle is relevant than before: trying to explain as much as
possible as an effect of constraint interaction means that we’re not interested in very expressive
individual constraints; the explanatory power should really arise out of the interaction of several
simple constraints (cf. also Grimshaw 1998, making the same point).

Chart-based optimization Here, I will not go into the details of the chart-based optimization
approach. A brief summary should be enough. Tesar (1995) proposes a chart-based OT algo-
rithm for generation with regular grammars and context-free “position grammars”. This basic
idea is extended to OT-LFG in (Kuhn 2000b), using Earley deduction parsing and generation
(following Neumann 1994; Neumann 1998).

The strategy is to store the constraint profile of (partial) constituents in the chart edges.
Whenever a constraint may or may not apply, both options are entered into the chart. The
assumption of relaxed offline parsability/generability (18) and the boundedness of constraint
conditions (19) ensure that recursions not helping to avoid some local constraint violation lead
back to an already existing edge.

When an identical edge exists in the chart, the new edge is considered as blocked as usual
in chart parsing/generation – however only if the new edge is equally or less harmonic as the
existing one. If it is more harmonic, the new constraint profile is propagated through the chart,
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which will potentially lead to further options.13 Due to this online processing of constraints, the
algorithm can deal with an infinite candidate set.

4.2 Directionality in processing

So far, we have looked at procedures for

(A1) the generation task for production-based optimization (typically modelling grammatical-
ity); and – symmetrically –

(B1) the parsing task for comprehension-based optimization (typically modelling preference).

This leaves open the respective recognition tasks. In a production-based optimization model,
we want a procedure telling us whether a given string is contained in the language defined by the
OT model. We may also want to know what the correct structure for this string is, which is what
Johnson (1998) calls the universal parsing task. Recognition and parsing (for production-based
optimization) are closely related. Let’s refer to both tasks as (A2). According to the definition
of the language generated by an OT system (10), the (A2) tasks amount to checking whether
there is some underlying input representation for which the string is the optimal candidate.14

From the previous discussion it should be clear that the (A2) task is different from (B1) where
we merely choose between alternative parsing analyses of a particular string (for more discus-
sion see (Johnson 1998) and (Kuhn 2000a)). During parsing, (A2) requires a (“backwards”)
generation step, since in the production-based optimization model grammaticality is defined
that way. With this forward and backward processing involved, we may call the procedure a
bidirectional processing procedure. (20) summarizes the steps required; fig. 3 (taken from Kuhn
2000a) illustrates the process graphically for an abstract example (parsing the string ‘a b c’).
Note that a given string may have no or many grammatical readings.

(20) Bidirectional processing
Task: determine whether a given string is grammatical according to production-based
optimization

� parse string to determine possible underlying forms
� “backward generation” from underlying forms
� optimal candidate in a generation-based competition determines grammaticality
� string in optimal candidate has to match the initial string; else, initial string is not

grammatical for this particular underlying form

In the context of the present paper we have to ask: Is task (A2) also decidable?

13Clearly, the computational complexity of this algorithm is considerable, but the point is just to show that a
decidable procedure can be specified. For a more efficient system, various optimizations could be attempted.

14For comprehension-based optimization (B), the parallel task – (B2) – may be intuitively less interesting (given
a logical form, is it the preferred reading for some string in the language under consideration?). I will thus focus
on the (A2) task.
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Figure 3: Parsing and “backward generation”

4.3 More infinity issues

For the simpler (A1) task – basically a one-way generation task – we noted above that MAX-IO
violations (deletions) don’t pose a decidability problem because there is only a finite amount of
information that can be dropped. With the initial parsing step preceding “backward generation”
in the bidirectional (A2) task, MAX-IO violations do become an issue: an infinite space of
potential underlying forms has to be considered.

There are two options for dealing with the situation:

� assume that the space of underlying forms is restricted by some recoverability princi-
ple15 (ensuring that only a finite number of contextually recoverable options has to be
considered), or

� try to derive the effect of such a recoverability principle as a consequence of constraint
interaction.

15Note that the assumption of a violable constraint REC (Pesetsky 1998; discussed in sec. 3.1) does not help to
avoid the decidability problem in the parsing direction.
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The latter option seems much more in the spirit of the methodological principle of OT (1),
so it is this one we will adopt here (I will briefly come back to the other option in the conclusion,
sec. 6). It forces us to assume that not only the generation direction of (A2), but also the initial
parsing direction is controlled by an OT-style optimization (since it is in this step that we want
to demand recoverability). So we get a system that involves not only bidirectional processing,
but bidirectional optimization.

The intended effect of the constraint interaction modelling recoverability is that during the
initial parsing step in (A2) just those MAX-IO violations are postulated (i.e., possible with the
optimal candidate) which are justified through an antecedent in the local context (which is fi-
nite). This effect can be reached quite simply by assuming that we have a kind of alignment
constraints comparing the underlying f-structure for the input string with the given context;
these constraints disprefer any kind of divergence. Now, for overt material expressing new in-
formation (i.e., diverging from context) there is no alternative to violating the context alignment
constraints, but for everything that is not overtly expressed (the MAX-IO violations), the most
harmonic option will always be postulating that what’s being dropped does align with the local
context.

5 Bidirectional optimization

Bidirectional optimization has been argued for variously in the theoretical OT literature, on
empirical and conceptual grounds (see, e.g., Wilson 1998; Boersma 1998; Smolensky 1998;
Lee 2000; Morimoto 2000; Kuhn 2000a; Blutner 2000). It is thus interesting that independent
of all this, there are computational arguments for such a model – of course depending on the
assumptions about faithfulness violations made in this paper, and taking the methodological
principle (1) rather seriously.

With bidirectional optimization, will the (A2) task actually be decidable? If both (A1) and
(B1) are decidable, resulting in a finite set of winning candidates,16 then the bidirectional op-
timization task is decidable too, since it can be solved by applying (A1) after (B1). Given a
string, (B1) is used to determine the optimal candidate(s)17 according to comprehension-based
optimization, then (A1) determines the optimal candidate(s) for the (B1)-winner(s), according
to production-based optimization. Ultimately, the terminal string of the (A1)-winner(s) is com-
pared with the initial string (as in (20)), and if they match we have found the bidirectionally
optimal candidate. (In the Earley-style chart implementation of (Kuhn 2000b) – following Neu-
mann’s (1998) interleaved generation/parsing approach – the strictly sequential set-up need not
be kept up, so intermediate backward processing steps can be performed rather early on given
chart edges, allowing to prune off erroneous search paths early.)

Note that this scheme implements a strong concept of bidirectional optimality. The suc-
cessful candidate has to be independently optimal according to both production-based and
comprehension-based optimization. So we have changed the definition of the language gen-
erated by the OT system:

16The formal proofs need yet to be written down, so there may be some tacit assumptions underlying the ap-
proach discussed above and in (Kuhn 2000b), but this shouldn’t affect the overall result.

17There may be more than one equally harmonic candidate, but due to the relaxed offline parsability/generability
condition (18), there will only be finitely many.
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(21) Language generated by a strongly bidirectional OT system

A string � is contained in the language defined by an OT system
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��

.

This is not the only conceivable option of combining the two directions of optimization: one
may want define the candidate set of one (or both) of the two individual directions as depending
on the result of the other optimization. For example, if the idea is kept up that (A1) models
grammaticality, while (B1) models preference, the following dependence would make intuitive
sense: grammaticality is defined based on (A1) only (i.e., independently of preference), while
preference is determined between grammatical candidates. So, if we start out with a string,
we have to find all potential underlying forms and check for each of these whether the given
string is actually the optimal candidate (since this is the way grammaticality is defined). If
there are several options, we compare them to determine the preferred reading. This weaker
and asymmetrical scheme was assumed in (Kuhn 2000a, sec. 4.2). The original definition of
the language generated by the OT system (10) is left unchanged, assuming that preference is a
concept subordinate to grammaticality.

Blutner (2000) proposes a symmetrical concept of weak bidirection (contrasting it with the
type of strong bidirection I have discussed above), assuming mutual dependence of the candi-
date sets. Impressionistically, one may envisage optimization according to this concept as an
inductive process, alternately running (A1) and (B1) optimization. If a candidate wins both di-
rections, it is an acceptable option for the language modelled and is removed from the candidate
sets for further induction steps; thus, candidates that couldn’t win under strong bidirection can
become winners after their competitor has been retracted. Blutner argues that this concept is
useful for deriving partial blocking effects in lexical pragmatics (using abstract examples at this
stage, rather than detailed empirical examples).

A straightforward way of guaranteeing decidability (with the infinite candidate sets we are
confronted with, assuming faithfulness as a violable constraint) exists only for the strong bidi-
rectional optimization model.18 The decidability problem for the asymmetrical model may
become intuitively clear when we go through the (A2)-type parsing of an ungrammatical string
involving the potential for arbitrarily many MAX-IO violations: after initially parsing the string,
we pick the optimal parsing analysis, applying backward generation (i.e., production-based opti-
mization, modelling grammaticality) to its underlying form. Since the string is ungrammatical,
we don’t get back to the initial string. In the strong bidirectional case, we would already be
finished, but since in the weaker account the comprehension-based direction models just prefer-
ence (grammaticality being a stronger requirement), we have to consider the next best parsing

18It is conceivable that a way of controlling the infinite candidate space in the parsing direction can be found
that doesn’t throw out candidates that are non-optimal according to comprehension-based optmization (this means
that the strong bidirectional interpretation wouldn’t be enforced). One would have to find a systematic way of
constructing a more harmonic backward competitor for arbitrary parsing analyses constructed through recursions
beyond a certain point. Having such a recipe would show that all the interpretations underlying the recursive
structures are out of the question (in terms of production-based optimization!) for the string being processed.

Such a procedure could be applied both to unidirectional optimization models and at least to the asymmetrical
weaker bidirectional optimization model.
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candidate, etc. Even after trying the best
�

underlying forms in the backward optimization, we
won’t have found a grammatical candidate, but there are infinitely many possibilities, so there
is no point where we can be sure that the string is ungrammatical.

Potential problems with strong bidirectional optimization It is not so clear whether the
conjunction of the two directions of optimization in the definition of grammaticality is fully
desirable from a linguistic point of view. Since the candidate set in comprehension-based opti-
mization is defined on the basis of a common terminal string and the candidates thus differ in
meaning, there will be interference of extra-linguistic factors such as world knowledge about
what is more plausible etc. For example, word order freezing effects as discussed in (Lee 2000)
and (Kuhn 2000a, sec. 4.2) as an application of bidirectional optimization can be overruled by
world knowledge.

Of course, it is not necessarily a bad idea to try and model the overall cognitive process
of language understanding as some optimization task starting from a perceived speech signal
(cf. the broader cognitive scope of Harmony Theory, Smolensky 1986), but as discussed in the
introduction, it is an hypothesis of the OT approach that the restricted structure of the OT model
is particularly well suited to explain the language faculty. If extra-linguistic cognitive processes
are modelled by an optimization process, one wouldn’t expect the possibility of systematic
re-ranking of constraints with a factorial typology predicted.

Since according to strong bidirectional OT, comprehension-based optimization with its
extra-linguistic aspects is involved in the definition of the language generated by the OT sys-
tem, there is no clear way of identifying the scope of a linguistic theory as part of the overall
cognitive system. Maybe some way of separating out the linguistic part of the comprehension-
based optimization can be found. However until this has been clarified, strong bidirectional
optimization is presumably inadequate for an explicit formal account of larger sets of data.

The problem can be illustrated with the derivation of the recoverability principle discussed
at the end of sec. 4.3: the strong bidirectional model forces us to adjust the constraints in a
way that makes the contextually adequate candidate optimal in both directions. Now, most non-
trivial sentences have more than reading. For the strong model to work we have to assume an
intricate conspiration of constraints that gives us exactly the right reading as the optimal one in
parsing. Finding such constraints is clearly not just a linguistic issue. For the (asymmetrical)
weaker model in contrast, it would be enough to exclude those candidates from the parsing
possibilities that are unfaithful beyond recoverability – however, this model will not guarantee
decidability of the parsing task.

6 Possible conclusions

Let us briefly review the reasoning in this paper: based on the methodological principle of OT
to try and explain as much as possible as an effect of constraint interaction (1), it was argued
that a limit on the unfaithfulness of candidates should not be built into the definition of Gen, but
should follow from constraint interaction. In a chart-based optimization algorithm, it is actually
possible to keep the candidate space under control in this way, provided the critical processing
direction undergoes optimization. The standard OT definition assumes optimization just for the
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production or generation direction, i.e., parsing with arbitrarily unfaithful candidates poses a
decidability problem.

There are (at least) three possibilities of reacting to this problem: first (the option that was
mainly explored in this paper), changing the definition of the language generated by an OT
system to also include comprehension-based optimization. This way, decidability can be guar-
anteed and principle (1) is kept up. However it is not so clear whether this extended application
of constraint interaction really follows the same restricted scheme of optimization (which in-
cludes that one expects predictions on the basis of factorial typology). So, it is not so clear
whether we should really regard the second option as refuted: deciding not to follow principle
(1) for controlling the space of MAX-IO violations. We could assume a more restrictive def-
inition of Gen with a built-in recoverability condition, so comprehension-based optimization
would not be required for guaranteeing decidability (this does not exclude the application of
comprehension-based optimization to model a different concept like preference).

There is a third possibility: acknowledge undecidability of the parsing task in the general
case. This would mean saying that there can be strings for which the parsing (and backward
generation) procedure runs forever. Recall the situation of parsing an ungrammatical string.
The first

�
underlying forms have been considered without success, but there are infinitely

many possibilities, so there is no point where we can be sure that the string is ungrammatical.
In practice one would of course adopt a heuristics enforcing a decision after some finite number
of steps – at the risk of wrongly excluding a string that is actually grammatical.

If we look at what is actually being modelled by the theoretical concept of grammaticality
– namely acceptability judgements of native speakers –, this implication of the third possibility
seems rather plausible. Recall under what circumstances candidates that are heavily unfaithful
to MAX-IO (like the one in fig. 2) can turn out to be winners: it is when the context allows
ellipsis of large chunks of the underlying (input) form.

Now, looking at the human sentence processor in such a situation is quite revealing: as
is well-known when presented with elliptical utterances out of context, our processor breaks
down surprisingly fast – in a certain sense. Sentences are judged unacceptable that would be
considered perfect if the context was known. For example,

(22) Bill for the doctor’s

is likely to be judged ungrammatical if no appropriate context (like Has anyone left early to-
day?) is provided (cf. e.g., Klein 1993 for discussion and further examples).

So, the human sentence processing system displays a behaviour suggesting that something
like heuristics we just discussed are at work. So undecidability of the parsing task may not be
something we have to avoid at any cost.
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1.  Introduction

The paper will offer a revised and comprehensive analysis, in an LFG framework, of all the three
principal modes of realizing the oblique arguments of event nouns derived from verbs (of these
three strategies, only two are available to adjuncts). The structure of the paper is as follows. First,
I will demonstrate the basic facts and briefly discuss the most important previous accounts
(sections 2.1−2.3). Then the modified or entirely new analyses will be presented (sections

3.1−3.3). Finally, I will summarize the most important points (section 4).

2.  The bas ic facts  and previous analyses

2. 1. Adjectivalized constructions

The NP core of the Hungarian DP is fundamentally right-headed, that is, under normal
circumstances all the oblique arguments and adjuncts (either with or without complements) must
precede the NP head (whether a derived or non-derived noun). In the first, and by far the most
productive, construction type, all these modifying elements must be either adjectival or participial
in form. I will collectively call such phrases adjectivalized constituents.1 Consider the following
examples.2

(1) a. János (váratlan-ul) meg-érkez-ett Budapest-re.
       John (unexpected-ly) PERF-arrive-past.3sg Budapest-onto
        ‘John arrived in Budapest (unexpectedly). ’

     b. *János(nak a) (váratlan) Budapest-re meg-érkez-és-e
      John(dat the) (unexpected) Budapest-onto PERF-arrive-NOM-his
        ‘John’s (unexpected) arrival in Budapest’

     c. János(nak a)  (váratlan) Budapest-re való meg-érkez-és-e
      John(dat the)  (unexpected) Budapest-onto BEING PERF-arrive-NOM-his
     ‘John’s  (unexpected) arrival in Budapest’

(2) a. *Edit ebéd után levizsgáztat-ás-a
        Edith lunch after examine-NOM-her
        ‘the examination of Edith after lunch’

                                                
1 As Szabolcsi (1994) points out, the adjectivalization requirement in Hungarian is rather poorly
understood. The reason for this is that in a number of head-final languages the head can be
preceded by unadjectivalized PPs, and in Hungarian, too, adjectivalization is not needed (or,
rather, it is not allowed) when the argument or adjunct follows the head, cf. section 2.3. Thus, this
requirement can only be stipulated. A neat way of capturing it has been suggested by Chris Pinón
(p. c., 1992): we can impose a categorial restriction on the premodifying constituents combining
with N' in the Hungarian NP to the effect that they must have the [+V] feature. This gives us APs
and (participial) VPs and excludes PPs and case-marked NPs (or DPs).
2 The following abbreviations are used in the glosses: AFF = adjectivizing suffix, NOM =
nominalizing suffix, PERF = perfectivizing preverb.
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     b. Edit ebéd után-i levizsgáztat-ás-a
        Edith lunch after-AFF examine-NOM-her
        ‘the examination of Edith after lunch’

     c. Edit ebéd után való levizsgáztat-ás-a
       Edith lunch after BEING examine-NOM-her
       ‘the examination of Edith after lunch’

The use of an adjective (váratlan ' unexpected' ) is exemplified in (1c). PPs and (oblique) case-
marked DPs are adjectivalized by one of the present participial forms of the copula van ' be': való,
glossed as BEING. This is illustrated in (1c) and (2c). In addition, certain kinds of PPs can also
be adjectivalized by the PP head taking the general adjectivizing suffix -i, as demonstrated by (2b).
If no adjectivalization takes place, the nominal construction is ungrammatical, cf. (1b) and (2a).
The adjectivalized constituents corresponding to oblique arguments of the input verbs are true
arguments of the derived nominals, because they are as obligatory as the input verbs'  arguments.
The analysis of PP constituents adjectivalized by -i is unproblematic. They are AP arguments of
the nominals. The PP and (oblique) case-marked DP constituents combined with való ' being'  pose
a special problem. Should the participial form be analysed as an argument-taking predicate or
should it be regarded as a mere formative element without any semantic content?

So far there has not been any satisfactory analysis proposed in either GB or MP. Szabolcsi
(1990), working in a GB framework, briefly points out that való cannot be taken to be an ordinary
(that is, argument-taking) predicate. She writes: "Although való is formally a participle, phrases
like a Péter-rel való találkozás ' the Peter-with being meeting'  cannot be said to contain a participial
modifier since, in contrast to English for instance, the corresponding clause would almost always
be ungrammatical: *A találkozás Péterrel volt ' The meeting was with Peter' . In categorial grammar
terms I would say való is a type-lifter" (1990: 153, Footnote 3). Type-lifting, however, is not
legitimate in GB; moreover, this kind of account is hardly feasible when való adjectivalizes an
adjunct (cf. Szabolcsi 1994: 260−261).

É. Kiss (to appear) offers an MP analysis of the Hungarian DP. She assumes that all
arguments and adjuncts of the nominal head in the NP core are generated in a post-head position
and then, with the exception of some marginally acceptable construction types, these post-head
constituents have to be moved to a pre-head position and they have to be adjectivalized by való,
some other (more meaningful) participles or the -i adjectivizing suffix attaching to postpositions.
É. Kiss is not very explicit about the details of these processes. However, it is obvious even from
her sketchy presentation of this aspect of her approach that there are at least three significant
problems with it. First, she lumps való and the other "true" participles together without any
justification despite the fact that Szabolcsi (1990) and especially Laczkó (1995b) explicitly argue
against treating való as an ordinary participle. Second, although É. Kiss (to appear) does not
discuss the internal structure of the NP core of the Hungarian DP that she postulates, it is apparent
that the movement of a constituent from a post-head position into a pre-head VP will violate the
ECP, no matter what internal structure is assumed. For instance, if we posit a flat structure for the
relevant part of the NP, as É. Kiss (1998) does, we cannot avoid the ECP violation. Consider:

(3) N'

VP N XP

XP   V

X Pi való N  ti

The violation remains even if the pre-head VP is assumed to be higher up in the structure because
the moved constituent will still fail to c-command (or m-command) its trace. Third, É. Kiss (to
appear) suggests that the movement of the post-head constituent is forced by her Case Constraint:
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(4) a. The case suffix must cliticize to the right edge of the noun phrase.
b. The case suffix cannot cliticize to a case marked stem.

This condition, however, only partially justifies the transformation. Although it is compatible with
the generation of arguments and adjuncts in a post-head position and motivates the movement of
the constituents from that position, it says nothing about why the landing site is within a pre-head
VP, that is what triggers the movement into that particular position. É. Kiss does not discuss this
aspect of the transformation at all.

In Laczkó (1995a, 1995b) I argue against regarding való as a true (argument-taking)
participial predicate in a detailed fashion. The essence of my argumentation is as follows. Just
like Szabolcsi (1994), I point out that the relevant DPs containing való do not have sentential
counterparts with the copula van 'be' as the predicate (cf. the citation from Szabolcsi above).
Then I go on to show that even if we disregard this problem, we cannot attribute any plausible
argument structure to való as an argument-taking predicate, because the type and form of the
constituent combined with it is always exclusively determined by the nominal head and not
való. Instead, I propose an LFG analysis (inspired by Ackerman' s (1987) account of the finite use
of the Hungarian copula), which assumes that the való form is of category V and it functions as
the "structural head" of a VP constituent, and the PP/DP as well as the V are the "functional co-
heads" of this VP; however, it is only the (head of the) PP/DP that also has a PRED feature. I
annotate the entire VP with either an OBL or an ADJ function, depending on the status of the VP,
and both the PP/DP and the V with the functional head equation. Consider:

(5) N'

↑GF=↓ ↑ =↓
   VP   N

↑=↓ ↑ =↓
XP   V

X P való   N

The only problematic aspect of this analysis, which I was not aware of at the time, is that there can
be more than one element within a való constituent and they can carry any mixture of OBL and
ADJ functions. Consider:

(6) a. János-nak az Edit-tel Budapest-re való meg-érkez-és-e
      John-dat the Edith-with Budapest-onto BEING PERF-arrive-NOM-his
      ‘John’s arrival, with Edith, in Budapest’

b. János-nak a Budapest-re Edit-tel való meg-érkez-és-e
      John-dat the Budapest-onto Edith-with BEING PERF-arrive-NOM-his
      ‘John’s arrival in Budapest with Edith’

Budapest-re ' in Budapest'  is an oblique argument and Edit-tel ' with Edith'  is an adjunct. As (6a)
and (6b) show, an adjunct and an argument can follow or precede each other. Laczkó (1995b)
only counts with one element within a való constituent; therefore, that analysis cannot cover the
data in (6). In section 3.1 I will offer a solution to this problem.

2. 2. The unadjectivalized type

In this construction type, the nominal head is preceded by an oblique argument which is not
adjectivalized. Consider the following examples and compare them with those in (1).
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(7) a. János Budapest-re érkez-ett.
       John Budapest-onto arrive-past.3sg     

    ‘John arrived in Budapest.’

b. János Budapest-re érkez-és-e
       John Budapest-onto arrive-NOM-his
       ‘John’s arrival in Budapest’

This type is restricted to the designated oblique argument of a nominal predicate which has been
derived from a verb that constitutes a special complex predicate with that designated argument.
Here the theoretical challenge is to capture, in a principled manner, the fact that the designated
argument can avoid being adjectivalized. So far two major analyses of such structures have been
proposed: one by Szabolcsi (1994) and the other by Laczkó (1995a).

Szabolcsi (1994), in a GB framework, inspired by Pesetsky (1985), assumes that the
oblique argument and the derived nominal form a syntactic complex predicate and then, at LF, the
nominalizing suffix raises to have scope over the oblique argument + verb complex. Consider:

(8) N' N

VM N => V' NOM

V NOM VM V

This proposal is not compatible with some basic principles of LFG: in this theory there is no LF
and bound morphemes are incapable of syntactic movement.

In Laczkó (1995a), in an LFG framework, I suggest that the verb incorporates its oblique
argument and they form a complex predicate in the lexicon, which is also nominalized in the
lexicon. Consider:

(8) a. érkez-
b. Budapest-re érkez-
c. Budapest-re érkez-és

I concentrate on incorporated arguments expressed by oblique case-marked NPs and demonstrate
that these NPs can never be preceded by an article in such a way that it is analysed as belonging to
the incorporated constituent and not to the entire (matrix NP) headed by the derived nominal.
Thus, I conclude that it is never a maximal projection that is incorporated in the lexicon, which is
an important and generally accepted condition on these processes. However, if we extend the
examination of the relevant data to incorporated arguments realized by PPs (postpositional
phrases) it turns out that the correct generalization is not a restriction against maximal projections
but rather a prohibition against the use of a constituent containing an article. Consider:

(9) a repülŒgép-nek a közvetlen-ül London fölé érkez-és-e
the airplane-dat the direct-ly London above arrive-NOM-its
' the airplane' s arrival right above London'

In this example there is a fully-fledged PP expressing the designated argument. Therefore, the
account in Laczkó (1995a) would be forced to admit the lexical incorporation of an XP, contrary
to the above-mentioned generalization.

In section 3.2 I will propose an alternative solution which does not apply incorporation in
the lexicon and which is compatible with the general principles of LFG.

2. 3. Modif iers  in post-head pos ition
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In the third construction type, an oblique argument or an adjunct (or even both of them) follow the
derived nominal head. In this case they must not be adjectivalized. Consider:

(10) a. János meg-érkez-és-e Budapest-re tegnap
       John PERF-arrive-NOM-his Budapest-onto yesterday
       ‘John’s arrival in Budapest yesterday’

b. *János meg-érkez-és-e Budapest-re való tegnap
       John PERF-arrive-NOM-his Budapest-onto BEING yesterday
       ‘John’s arrival in Budapest yesterday’

c. *János meg-érkez-és-e Budapest-re tegnap-i
       John PERF-arrive-NOM-his Budapest-onto yesterday-AFF
       ‘John’s arrival in Budapest yesterday’

There are several severe restrictions on its occurrence. É. Kiss (to appear) fundamentally makes
the following empirical generalizations.

She claims that this type is very rare and it is basically restricted to isolated usage in titles.
Consider one of her examples:

(11) Találkoz-ás egy fiatal-ember-rel
meet-NOM a young-man-with
' Encounter with a young man'

She distinguishes two cases in which a constituent occurs after the NP head which is not
part of a title. A) As I pointed out in section 2.2, she assumes that all arguments and adjuncts in
the NP core are base generated after the head and these constituents have to be moved to a pre-
head position so that her Case Constraint should be satisfied. She states that the only exception to
this general rule is when the entire DP is in the nominative (because this case in Hungarian has no
overt phonological exponent). In such constructions the post-head constituent may, rather
marginally, remain in situ. Compare her examples.

(12) a. ??Még a találkoz-ás Péter-rel is elviselhetŒ volt.
   even the meet-NOM.nom Peter-with also bearable was
   ' Even the meeting with Peter was bearable.'

b. *Még a találkoz-ás-t Péter-rel is kibír-tam.
    even the meet-NOM-acc Peter-with also stand-past.1sg
    ' I could even stand the meeting with Peter. '

c. **Még a találkoz-ás-ban Péter-rel is reményked-tem.
    even the meet-NOM-in Peter-with also hope-past.1sg
    ' I hoped even for the meeting with Peter. '

In the examples, É. Kiss uses the particles még ' even'  and is ' also' , which according to her
always surround single constituents. She intends to ensure in this way that the relevant post-head
constituents are within the core NPs and are not extraposed, that is, moved out of the matrix DP.
B) The other type she mentions, then, is the extraposition of the post-head constituent. She
appears to assume that it is grammatical. However, she does not exemplify it and does not discuss
the rather severe restrictions on its use.

It seems to be the case that Type B) is not a classic instance of extraposition. Compare the
following English and Hungarian examples.

(13) A student entered the room with long hair.

(14) a. A tegnap-i találkoz-ás Péter-rel egészen elviselhetŒ volt.
 the yesterday-AFF meet-NOM.nom Peter-with quite bearable was
   ' Yesterday's meeting with Peter was quite bearable.'
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b. Én is kibír-tam a tegnap-i találkoz-ás-t Péter-rel.
    I also stand-past.1sg the yesterday-AFF meet-NOM-acc Peter-with
    ' I could also stand the meeting with Peter. '

c. Én is reményked-tem a következŒ találkoz-ás-ban Péter-rel.
    I also hope-past.1sg the next meet-NOM-in Peter-with
    ' I also hoped for the next meeting with Peter. '

The English example in (13) is an ordinary instance of what is normally meant by extraposition.
The Hungarian examples are all grammatical in (14). From the discussion of É. Kiss' s approach it
should be obvious that she would analyse them as containing extraposed constituents. However,
in these  Hungarian constructions, as opposed to (13), no other element can intervene between the
matrix DP and the allegedly extraposed constituent. Compare, for instance, (14b) and (15).

(15) *A tegnap-i találkoz-ás-t én is kibír-tam Péter-rel.
the yesterday-AFF meet-NOM-acc I also stand-past.1sg Peter-with
' I could also stand the meeting with Peter. '

(15) is ungrammatical on the reading on which Péter-rel ' Peter-with'  is the complement of the
head noun találkozás ' meeting'  and not the (comitative) modifier of the verbal predicate. In the
light of these facts, I think the correct generalization is to assume that the post-head constituent is
not extraposed but rather right-adjoined to the matrix DP. Naturally, this adjunction analysis is not
compatible with É. Kiss' s approach as the adjoined constituent is still "in the way" and causes a
violation of her Case Constraint. Nevertheless, there appears to be no independent evidence for
the alleged extraposed constituents'  ever leaving the entire DP. Thus her distinction between (12)
and (14) seems vacuous and her explanation circular. Moreover, in my idiolect and according to
some informants the examples in (12) are far from being as unacceptable as É. Kiss indicates. It is
also noteworthy that when the post-head constituent is expressed by a PP, the acceptability of the
construction improves even in a még ' even'  ... is ' also'  environment, the diagnostic for single
constituenthood for É. Kiss. This is problematic for her account. Consider:

(16) Még a tegnap-i összeesküv-és-rŒl az elnök ellen is megfeledkez-tünk.
even the yesterday-AFF conspire-NOM-about the president against also forget-past.1pl
' We forgot even about yesterday' s plot against the president. '

In addition to all this, my general problem with the még ' even'  ... is ' also'  environment is that it is
potentially ambiguous: these particles can be interpreted in two different ways: as modifying either
the entire DP including the post-head constituent or only the post-head constituent. And the latter
interpretation is the more dominant. This may also contribute to the fact that for several speakers,
including É. Kiss, the former interpretation is much less acceptable.

3.  A new comprehensive account

3. 1. The adjectivalized type − a modif ication of Laczkó (1995b)

It is my conviction that the analysis of this type that I offer in Laczkó (1995a) and especially in
Laczkó (1995b) is along the right lines. However, as I have pointed out in section 2.1, it cannot
capture one intriguing aspect of such constructions: the fact that there can be more than one
element within a való constituent and they can have either OBL or ADJ functions. Consider (6)
repeated here for convenience:

(6) a. János-nak az Edit-tel Budapest-re való meg-érkez-és-e
      John-dat the Edith-with Budapest-onto BEING PERF-arrive-NOM-his
      ‘John’s arrival, with Edith, in Budapest’
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b. János-nak a Budapest-re Edit-tel való meg-érkez-és-e
      John-dat the Budapest-onto Edith-with BEING PERF-arrive-NOM-his
      ‘John’s arrival in Budapest with Edith’

In Laczkó (1995a, 1995b) I only count with one element within a való constituent; therefore, that
analysis cannot cover these data. The reason for this is that it annotates the VP node itself with
either an OBL or an ADJ function, thus it is incapable of capturing a possible mixture of these
function types within the VP, for instance in (6). In the light of examples like this, the correct
empirical generalization is that in this construction type the noun head' s arguments and adjuncts
must be adjectivalized by való (and some other participial forms to be discussed below) but not
one by one, as a single occurrence of való is capable of adjectivalizing several of them.

Now I want to propose the following modification of the analysis.3 Let us annotate the VP
node with the ↑=↓ equation, instead of ↑OBL=↓ or ↓ε↑ ADJ, and the oblique case-marked DP(s)

and/or PP(s) with their appropriate (↑OBL=↓ or ↓ε↑ ADJ) equations, instead of ↑=↓. The V node

dominating való will continue to be associated with ↑=↓. Compare (17) with (5).

(17) N'

   ↑=↓ ↑ =↓
   VP   N

↑GF=↓ ↑ =↓
XP   V

X P való   N

These functional annotations yield the correct f-structure representation. Consider the following
simplified schematic structure:

(18)

GF 'X P'

PRED 'N'

I would like to make three general remarks on this analysis.
1. The internal structure of the VPs premodifying NP heads is as flat as the propositional

core of Hungarian clauses (without the discourse-functional left periphery), which É. Kiss
(1998), for instance, also takes to be a VP. The fundamental difference between the two VPs is
that the former is strictly right-headed and the latter is left-headed (according to É. Kiss).

2. It is a crucial aspect of the modified account that the premodifying VP has to be
annotated with the ↑=↓ equation, as opposed to ↑OBL=↓ or ↓ε↑ ADJ, as in Laczkó (1995b). This
is definitely a marked aspect of the new approach and I leave the investigation of its consequences
for the theory for future research. Its marked nature has to do with the fact that the sister of an N'
head has the status of a co-head.4 The original solution did not pose a problem of this kind;

                                                
3 My thanks are due to András Komlósy because I have benefited greatly from discussions of this
issue with him.
4 For an overview of the default annotations, see Bresnan (to appear).
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however, as I pointed out in section 2.1, it failed to describe all the relevant constructions. In the
modified version, all we need to do technically is to allow the association of the premodifying VP
with any one of the three equations: ↑=↓, ↑OBL=↓ and ↓ε↑ ADJ. The well-formedness or ill-
formedness of the relevant constructions containing való and other (genuine) participles will
follow from the general syntactic and semantic principles of the theory. I have already shown why
the VP containing való has to be annotated with the ↑=↓ equation and not with ↑GF=↓. Let us
now consider an example with an ordinary participle heading the VP and the two annotation
possibilities.

(19)  #a Budapest-re érkez-Œ meg-érkez-és
   the Budapest-onto arrive-PART5 PERF-arrive-NOM
   ' #the arrival arriving in Budapest'

On the one hand, if the VP containing the participle érkezŒ ' arriving'  in the c-structure
representation of (19) was annotated with the ↑=↓ equation, then both the NP head megérkezés
' arrival'  and the participle, and, consequently the entire VP (including possible OBL and ADJ
constituents), would contribute a PRED feature. However, this kind of rather marked (syntactic)
predicate composition is not available in the case of these two and similar Hungarian predicates.
This situation is different from that of the syntactic causatives analysed by Alsina (1993). There
the simplex predicate is at the same time an argument of the causative predicate. In this case, by
contrast, the participle with its PRED feature cannot serve as an argument of the nominal predicate
(because the latter takes a theme and a directional argument), and the relationship in the opposite
direction is semantically anomalous, also cf. the English gloss in (19). On the other hand, if the
VP was annotated with ↑GF=↓, with ↑OBL=↓ in this particular case, then there would arise three
problems. First, the constituent associated with the OBL function would have a participial (and not
a directional) predicate. Second, the theme argument of the participial predicate would be
unidentifiable, and thus the relevant part of the f-structure incomplete: to begin with, it would
require some ad hoc machinery to ensure that the NP head megérkezés ' arrival'  should be
identified with the missing theme, the only theoretically possible candidate; furthermore, even if
this could be achieved, the construction would be semantically anomalous, cf. the foregoing
discussion of the first annotation alternative. Third, if there were more constituents within the VP
than one, the ↑GF=↓ annotation would be problematic anyhow, cf. the discussion of a
problematic aspect of Laczkó' s (1995b) analysis in section 2.1.

3. So far I have only discussed and described the adjectivalizing property of való. As
should be clear from the discussion, if it solely had this function then it would be restricted to this
poorly understood superficial category change to be checked at the level of c-structure. However,
there is another important aspect of its use: VPs headed by it can fundamentally premodify NP
heads that express complex events. Thus, it also has to encode, in one way or another, this very
important combinatorial information which has to be checked in the semantic component of the
grammar. In order to appreciate this point, let us take a brief look at the major adjectivalizing
elements premodifying either ordinary or derived nominal heads.

The Hungarian copula, van ' be' has two present participial counterparts. One of them is
való, whose use I have been discussing so far. As I have just pointed out, it adjectivalizes the
(oblique) arguments and adjuncts of event nominals, whether they are expressed by case-marked
DPs or PPs. The other participial form is the suppletive lévŒ, and it is best regarded as a true, that
is, argument-taking, participial counterpart of the locative version of the copula. A VP headed by
this participle can only premodify non-event NP heads, so való and lévŒ are in complementary
distribution, cf.:

(20) a. a ház elŒtt lévŒ/*való garázs
    the house in front of BEING garage
    ' the garage in front of the house'

b. a ház-ban *lévŒ/való találkoz-ás
                                                
5 PART = (present) participial suffix.
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    the house-in BEING meet-NOM
    ' the meeting in the house'

There are two additional participial forms that can also be analysed as pure adjectivalizing
formatives, just like való.6 They are the present and the past participial counterparts of the verb
történik ' happen' : történ-Œ ' happen-ing'  and történ-t ' happen-ed'. While való is compatible with
both stative and dynamic event nominal heads, these forms can only be combined with non-stative
nominals. Presumably this has to do with the semantics of the input verb történik ' happen' . In
addition, történt must be used with events anterior to the moment of speech, and történŒ must be
applied if this aspectual relationship is simultaneous or posterior. Consider the following
examples.

(21) a. János-nak a csoport-hoz való/*történŒ/*történt tartoz-ás-a
   John-dat the group-to BEING/HAPPENING/HAPPENED belong-NOM-his
   ' John' s belonging to the group'

b. az elnök-nek a tegnap-i mise után történt/*történŒ beiktat-ás-a
   the president-dat the yesterday-AFF mass after HAPPENED/HAPPENING inaugurate-

NOM-his
   ' the president' s inauguration after yesterday' s mass'

c. az elnök-nek a holnap-i mise után *történt/történŒ beiktat-ás-a
   the president-dat the tomorrow-AFF mass after HAPPENED/HAPPENING inaugurate-

NOM-his
   ' the president' s inauguration after tomorrow' s mass'

The adjectivizing suffix -i is compatible with both event and non-event noun heads;
however, it can only attach to the majority of PPs (more precisely, to the heads of PPs) and never
to case-marked DPs. Compare:

(22) a. a ház elŒtt-i garázs/találkoz-ás
    the house in front of-AFF garage/meet-NOM
    ' the garage/meeting in front of the house'

b. *a ház-ban-i szoba/találkoz-ás
    the house-in-AFF room/meet-NOM
    ' the room/meeting in the house'

Given these combinatorial facts, the four adjectivalizing elements7 can be characterized in
the following way.

(23) -i [_ event] [_ dynamic] [_ anterior]
való [+event] [_ dynamic] [_ anterior]
történt [+event] [+dynamic] [+anterior]
történŒ [+event] [+dynamic] [−anterior]

The above specifications have to be encoded in the lexical representations of these elements, and
they have to be checked in the semantic component of the grammar. This means that these
adjectivalizers do not merely play a role at c-structure, but they also have compatibility properties,

                                                
6 Cf. Szabolcsi (1994) and Laczkó (1995b). However, in this case the tests used to establish the
purely formative status of való do not yield the same straightforward results; therefore, a true
participial analysis of történŒ and történt is a possible alternative to consider. If this latter tact is
chosen then the discussion of pure adjectivalizing formatives above has to be restricted to való
and -i.
7 LévŒ does not belong here, because it is a true argument-taking predicate. On történŒ and
történt, see Footnote 6.
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so their presence is also felt at other levels of representation (semantic structure and, consequently,
the mediating f-structure).

3. 2. A new analys is  of the unadjectivalized type

In section 2.2 I characterized the unadjectivalized premodifying construction type and briefly
mentioned two previous analyses. I pointed out that Szabolcsi' s (1994) account is not compatible
with the principles of LFG and my proposal in Laczkó (1995a) is problematic because it is forced
to admit the lexical incorporation of maximal projections. Below, I will suggest an alternative
solution which avoids this problem.

It is generally acknowledged that the verbs occurring in the relevant (syntactic) complex
predicates have two important distinguishing features: (i) in a sentence with a neutral intonation
pattern, they must be preceded by their designated oblique argument and they together make up a
syntactic V' ; and (ii) the aktionsart of the complex predicate is very often telic, although the verb
itself must not contain a perfectivizing preverb. As regards the first feature, É. Kiss (1998), for
instance, assumes the following c-structure:

(24) VP

V' XP*

XP V
[+VM]

[+VM] below the XP in V'  means that the XP8 has a special status: it is a "verbal modifier".9 The
properties of this special use of these verbs allowing VM arguments has to be encoded in their
lexical forms in one way or another. For the purposes of this discussion I will informally assume
that these verbs have a lexical form with the following specification:

(25) verb, V ' VERB <...>'
[+VM]

[+VM] indicates that in a sentence with a neutral intonation pattern the verb must be immediately
preceded by its designated argument, and this feature also has to be related to the fact that under
clearly specifiable (default) circumstances the interpretation of the construction is telic.10 Compare
the following lexical forms.

(26) a. érkez, V ' ARRIVE <th, dir>'
[+VM] [ −r] [−o]

b. meg-érkez, V ' ARRIVE <th, dir>'
       [−r] [−o]

The fundamental difference between the two predicates is that the one in (26b) cannot be preceded
by the designated directional argument in the specific VM position.11

                                                
8 Note that this VM position is distinct from the focus position, which precedes the entire VP, cf.,
for instance, É. Kiss (1998: 42).
9 For an exhaustive list of argument-types that can serve as verbal modifiers, see Komlósy (1985).
For the subset of these types that can be found in unadjectivalized constructions, see Laczkó
(1995a).
10 The discussion of these circumstances lies beyond the scope of this paper.
11 However, this directional argument can precede the verb in other positions, but these instances
do not concern us here.
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My new analysis of the unadjectivalized type has the following two major components.
A) I assume that in the NP core of the Hungarian DP the "first" N'  node dominates a VM

node and the head in such a way that the former precedes the latter, cf.:

(27) N'

XP N
[+VM]

Thus I draw a complete structural parallel between the basic V'  in VPs and the basic N'  in NPs.
B) I propose that the nominal derived from a verb with the [+VM] specification inherits

this specification as well. Compare (26) and (28).

(28) a. érkez-és, N ' ARRIVAL <th, dir>'
[+VM]      [−r] [−o]

b. meg-érkez-és, V ' ARRIVAL <th, dir>'
              [−r] [−o]

In this way I can capture the empirical generalization that only specific verbs and their nominalized
counterparts can (and must) be preceded by a designated argument under normal, that is
unmarked, circumstances.

It is noteworthy that there is no parallel between the rest of the NP structure that I assume
an the rest of the VP structure that É. Kiss (1998) assumes. Compare É. Kiss' s VP structure in
(24) with the NP structure I postulate in (29).

(29) NP

spec N'

XP N'

XP N
[+VM]

Furthermore, É. Kiss (to appear) draws a parallel between the VP and NP structures. As has been
pointed out in section 2.3, she assumes that all the arguments and adjuncts of the noun head are
generated in post-head positions and then they are moved into pre-head positions and
adjectivalized.12 However, she does not discuss the unadjectivalized type. If she did, I think she
would have to postulate exactly the same pre-head structure as I do in (29). Then the post-head
portion of her NP structure would most probably be flat and dominated by the same N'  as
dominates XP [+VM], cf.:

(30) N'

XP N XP*
[+VM]

                                                
12 For some critical remarks, see section 2.3.
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Moreover, although Szabolcsi (1994) is not explicit about the pre-head portion of the NP structure
she assumes in her analysis of the unadjectivalized type, I suspect that she has a structure similar
to (29) in mind.

Let us now take a look at some of the most salient properties of the unadjectivalized type
and compare the three analyses discussed in section 2.2 and in this section with respect to how
they can capture these properties.

1. The VM and the N form a phonological word. This can be derived from a salient
property of the VM + V combination: it is clearly not a morphological or syntactic word but a
phonological one. This is an empirical fact which can be conveniently stated over the postulated V'
constituent. That the VM + N combination has the same phonological word status is sufficiently
captured by all the three accounts (if we assume that Szabolcsi (1994) has the same NP structure
in mind as I have posited in this section, cf. (29)). In my new analysis this correspondence is
directly captured by the postulation of parallel V'  and N'  structures and the inheritance of the
[+VM] feature by the derived nominal. In my previous analysis in Laczkó (1995a) the VM + N
combination is taken to be a morphological word, hence its phonological wordhood trivially
follows.

2. No other element can intervene between the VM and the N, cf.:

(31) a. a váratlan Budapest-re érkez-és
    the unexpected Budapest-onto arrive-NOM
    ' the unexpected arrival in Budapest'

b. *a Budapest-re váratlan érkez-és
    the Budapest-onto unexpected arrive-NOM
    ' the unexpected arrival in Budapest'

Szabolcsi (1994) captures this by the following generalization: the nominalizing suffix raising at
LF has to have the minimal complex predicate in its scope. In Laczkó (1995a) this fact is explained
again by the assumption that Budapestre and érkezés form on morphological word in the lexicon
and, thus, no other syntactic word may intervene. In the spirit of my new account again we can
simply point out that the very same ban on intervention holds for the VM + V combination. This
has to be stated, and then this property will be inherited by the VM + N combination.

3. The designated argument and the preverb are in complementary distribution, cf.:

(32) a. a Budapest-re érkez-és
    the Budapest-onto arrive-NOM
    ' the arrival in Budapest'

b. a meg-érkez-és
    the PERF-arrive-NOM
    ' the arrival in Budapest'

c. *a Budapest-re meg-érkez-és
    the Budapest-onto PERF-arrive-NOM
    ' the arrival in Budapest'

Szabolcsi' s theory captures this fact by assuming that "the nominalizing suffix must have the
smallest possible fully specified conceptual structure in its scope" (1994: 264). In (32a), the
designated oblique argument and in (32b) the perfectivizing preverb make up a complex predicate
with the verb stem, and thus these complex predicates satisfy Szabolcsi' s condition, because
complex predicates have fully specified conceptual structures. By contrast, in (32c) only the
preverb and the verb stem can be in the scope of the nominalizer as these two elements make up
the minimal fully specified conceptual structure. Consequently, the oblique argument is outside its
scope and, therefore, it could only be used in an adjectivalized form, cf. (32c) and (1c). On my
new account, the ungrammaticality of (32c) can be captured by the now familiar inheritance
mechanism. It has to be stated in one way or another that verbal predicates containing a preverb do
not allow VMs (cf., for instance, (26)), and this feature of theirs is inherited by their nominal
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counterparts (cf. (28)). Laczkó (1995a) refers to the complementarity of the two types of complex
predicate formation in the lexicon.

4. The VM in the VM + N combination does not need to, or rather must not, undergo
adjectivalization. I think this is the only property of these constructions that is more neatly and
more straightforwardly captured in Laczkó (1995b). The explanation is that the relevant complex
verb formation and then nominalization takes place in the lexicon and the whole morphological
complex is inserted below an N0 node, while adjectivalization is a syntactic phenomenon.
Szabolcsi (1994) is not explicit on this point; however, I think both in her analysis and in mine it
has to be stipulated that adjectivalization applies to sisters of N' s but not sisters of N0s.13

If we just took the four points above into consideration then we could easily conclude that
of the three accounts, Laczkó (1995a) was superior because in the first three points it was on a par
with the two alternatives and in the fourth it offered a more principled solution. However, this
account has two extremely marked features, which are closely related and which strongly call its
tenability into question. One of them, already mentioned in section 2.2, is that Laczkó (1995a) is
forced to allow the incorporation of maximal projections (e. g., in the case of designated
arguments expressed by PPs). This is not compatible with the generally accepted notion of
(lexical, that is, morphological) incorporation. The other equally marked aspect of the analysis is
that it has to assume that the combination of the verb and the case-marked noun or the entire PP is
one morphological word nominalized in the lexicon and then this whole complex is inserted under
a single N0 node. Furthermore, as far as the stipulation of adjectivalization in the analysis
proposed here is concerned, it appears to be the case that in the characterization of all the three
fundamental types some special aspect of the c-structure plays a significant role. A) In the
adjectivalized type, on the one hand, adjectivalization is only imposed on sisters of N'  constituents
and, on the other hand, the VP node is annotated with the ↑=↓ equation. B) In the unadjectivalized
type, which we are now discussing, on the one hand, a VM position is postulated below the N'
level and, on the other hand, adjectivalization does not affect this constituent. C) I will assume that
in the post-head type, to be discussed in the next section, the postmodifying arguments and
adjuncts are right-adjoined to the entire DP.

3. 3. The post-head type: right-adjunction

In section 2.3 I have pointed out that É. Kiss (to appear) postulates that all arguments and adjuncts
are generated after the noun head and they are either preposed and adjectivalized or extraposed. I
have argued that on the one hand, the preposing and adjectivalizing process appears to be
problematic in the MP framework she applies and, on the other hand, it does not seem to be
possible to tell the base-generated and the extraposed constituents apart, because the allegedly
extraposed ones and the noun heads cannot be separated by any intervening elements.

In an LFG framework an approach along the lines of É. Kiss (to appear), even if it were
unproblematic in MP, cannot be adopted, as no movement is allowed in the theory. In sections 3.1
and 3.2 I have analysed, without movement, the two other construction types in which the
arguments precede the head. As far as the post-head type is concerned, I propose that a constituent
following the head is generated in a position right-adjoined to the DP, cf.:

(33) DP

DP XP

The underlying assumptions are as follows.
• There is no evidence that the post-head constituent ever leaves the domain of the DP (as I have

already pointed out, no other element can intervene between this constituent and the noun
head).

• Given the extremely severe restrictions on this construction type, it is not reasonable to
postulate ordinary argument and adjunct positions after the head. That is why the right-

                                                
13 Cf. Footnote 1.
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adjunction analysis can be regarded as more feasible. It is further supported by the fact that the
adjoined constituent receives the same kind of strong stress as ordinary appositional
constituents.

At this point two related questions arise. A) If Hungarian NPs are (assumed to be) strictly
head-final, what is the explanation for right-adjunction? B) If right-adjunction is available, what is
the reason for its being extremely limited? My hypothesis is as follows. It is economy that
motivates right-adjunction. We have seen that pre-head arguments and adjuncts have to be used in
adjectivalized forms (except for the special unadjectivalized type; however, it is drastically
confined to the designated argument of nominals derived from a small subset of verbal predicates).
By using right-adjunction the necessity of adjectivalization can be avoided. At the same time,
because of the otherwise strict head-final nature of the NP, right-adjunction can only be applied if
the adjoined constituent can be easily identified as belonging to the DP and not to any other
element (for instance, the verbal predicate) of the sentence in which the DP occurs. That is why
the overwhelming majority of DPs with a right-adjoined constituent appear at the very end of
sentences.

I suggest that the right-adjoined constituents get integrated in the "NP core" by outside-in
functional uncertainty. There are two facts that motivate this directionality of functional
uncertainty. (A) In Hungarian "NP cores" there are no distinguished positions for ordinary
oblique arguments (except for the designated oblique argument in the second construction type;
however, that argument may never follow the head). (B) Adjuncts can also follow the NP head.
Thus, there is no "starting point" for functional uncertainty within the NP.

4.  Summary

In this paper I have offered a comprehensive analysis of the three ways of expressing oblique
arguments and adjuncts of event nominals in Hungarian.

In the first, and by far the most productive, type the arguments and adjuncts preceding the
head have to be adjectivalized by means of either the adjectivizing suffix -i (but it can only attach to
the majority of postpositions) or való, one of the present participial counterparts of the copula van
' be'. The account proposed here has been a modified version of Laczkó (1995b). Its most
essential aspects are as follows. Való is not a true argument-taking predicate: it is a formative
element; however, it also carries combinatorial information. In the modified analysis I assume that
the VP headed by való is annotated with the ↑=↓ equation, and in this way we can also capture
cases in which való simultaneously adjectivalizes more than one constituent (for instance, an
argument and an adjunct at the same time).

In the second type, which is limited to designated oblique arguments of nominals derived
from a small subset of verbal predicates, the oblique argument preceding the head is not
adjectivalized. As opposed to Szabolcsi' s (1994) GB analysis, raising the nominalizing suffix at
LF, and Laczkó' s (1995a) lexical incorporation, combining the oblique argument and the verb in
the lexicon and nominalizing them there, here I have proposed an entirely new account. I have
drawn a parallel between a special V'  portion of the Hungarian VP, which dominates a particular
VM (verbal modifier) constituent and the V head, and a corresponding N'  portion of the NP,
which dominates the same VM constituent and the nominal head. Furthermore, I assume that these
nominals inherit the distinguishing feature of the input verb to the effect that the VM position has
to be filled by the designated oblique argument.

The third type, in which the oblique argument or adjunct follows the head and must not be
adjectivalized, is rather rare and it is limited to cases in which we can clearly identify the post-head
constituent as belonging to the NP headed by the nominal and not to any other element (for
instance the verbal predicate) of the sentence. I have argued that because of these limitations it is
not reasonable to postulate ordinary post-head argument and adjunct positions (contra É. Kiss (to
appear)). At the same time, I have pointed out that no other element can intervene between the
nominal and the post-head constituent; therefore, this is not an instance of ordinary extraposition.
Instead, I assume that these post-head constituents are right-adjoined to the DPs in which their
nominal heads occur, and they get integrated into the NPs they belong to by outside-in functional
uncertainty.
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Abstract

Recent work in morphology in LFG (Nordlinger 1998, Sadler 1998, Barron 1998) has highlighted
the fact that NPs in some languages inflect for the traditionally verbal categories of tense, aspect
or mood (henceforth TAM). This phenomenon is extremely problematic for head-driven approaches
such as HPSG, which assumes that clause-level information will be associated with clausal heads,
and not with nominal arguments or adjuncts. In this paper we show first that the phenomenon of
TAM-inflected nominals is well established and not typologically marginal. We discuss data from a
range of typologically diverse languages and show that such data cannot simply be reanalysed to fit
head-driven approaches, but demand an analysis in which clause-level information such as TAM is di-
rectly contributed by nominal arguments. We then go on to show how the correspondence architec-
ture of LFG, and particularly the constructive morphology approach currently being developed within
it (Nordlinger 1998, Sadler 1998, Barron 1998, Sells 1998, Lee 1999, Sharma 1999) permits a simple
and natural analysis of these data, which are extremely problematic for other formal approaches. This
approach not only provides an explanatory account for the cross-linguistic phenomenon of tense as a
nominal category, but also highlights one of the strengths of LFG in contrast with head-driven frame-
works.

1 Introduction

1 Recent work in morphology in LFG (Nordlinger 1998, Sadler 1998, Barron 1998) has highlighted the fact
that NPs in some languages inflect for the traditionally verbal categories of tense, aspect or mood (henceforth
TAM). For example, in the Kayardild examples in (1) an argument of the embedded clause, mala, is inflected
for TAM information (Evans 1995, Nordlinger 1998). The cases glossed M.PROP and M.LOC function as
markers of tense and mood interacting with the verbal marking, as shown by the meaning contrast between
(1a) and (1b), despite the fact that the verbal affix remains the same.

(1) a. Ngada
1.SG.NOM

kurri-nangku
see-NEG.POT

mala-wu
sea-M.PROP

balmbi-wu.
morrow-M.PROP

’I won’t be able to see the sea (tomorrow).’ (Evans 1995:404, ex. 10-12)

b. Ngada
1.SG.NOM

kurri-nangku
see-NEG.POT

mala-y
sea-M.LOC

barruntha-y.
yesterday-M.LOC

’I could not see the sea (yesterday).’ (ibid., ex. 10-13)

A similar phenomenon is exemplified by the English example in (2), in which the non-syllabic reduced
auxiliary is incorporated into the subject pronoun, which therefore contributes tense information to the
clause (Sadler 1998):

(2) You’ll be leaving tomorrow.

Data such as these show clearly that nominal elements may define the clause level TAM information typi-
cally associated with verbal elements: in other words, they exemplify a particular type of mismatch between
featural information content and syntactic category. This phenomenon is extremely problematic for theories
which postulate a rigid relationship between syntactic form and featural content.

1We are grateful to subscribers to the LINGTYP list for their input and also to Joan Bresnan, Ida Toivonen and Andy Spencer
for discussion and comments.
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Interestingly, it is also problematic for the head-driven approach of HPSG to accommodate both heads which
morphologically incorporate into dependents (2) and cases in which dependents express clausal (head) in-
formation (1). The very architecture of HPSG builds in the assumption that clause-level information will
be associated with clausal heads, and not with NP arguments and adjuncts, thus requiring this type of
phenomenon to be reanalysed as involving head-dependent agreement or pronominal incorporation into
auxiliary heads.

In this paper, we show first that the phenomenon of TAM-inflected nominals is well established and not ty-
pologically marginal, contrary to the claim made in (Bender and Sag 1999) that the phenomenon of subjects
projecting tense is unattested cross-linguistically. We discuss data from a range of typologically diverse lan-
guages and show that such data cannot simply be reanalysed to fit head-driven approaches, but demand an
analysis in which clause-level information such as TAM is directly contributed by nominal arguments. We
then go on to show how the correspondence architecture of LFG, and particularly the constructive morphol-
ogy approach currently being developed within it (Nordlinger 1998, Sadler 1998, Barron 1998, Sells 1998,
Lee 1999, Sharma 1999) permits a simple and natural analysis of these data, which are extremely problem-
atic for other formal approaches. This approach not only provides an explanatory account for the cross-
linguistic phenomenon of tense as a nominal category, but also highlights one of the strengths of LFG in
contrast with head-driven frameworks.

This paper is structured as follows. In section 2 we survey this phenomenon in a range of typologically
diverse languages. In sections 3 and 4 we discuss the analysis that can be given to such data within the LFG
model of constructive morphology, and the problems that these data pose for the head-driven framework
HPSG. Finally in section 5 we address these differences more specifically through the discussion of Sadler’s
(1998) LFG analysis of reduced non-syllabic auxiliaries in English and the counter-analysis proposed by
Bender and Sag (2000) in HPSG.

2 General Survey of the Phenomenon

The encoding of clause-level TAM information on dependent nominals, while having been virtually ignored
by linguistic theory, is reasonably prevalent cross-linguistically, appearing in a variety of forms across typo-
logically diverse and unrelated languages. In this section we demonstrate this with data from languages such
as Supyire (Niger-Congo), /Gui (Khoisan), Chamicuro (Arawak) and Pitta Pitta (Pama-Nyungan). While
the details may differ, all of these languages share the property of morphologically encoding information
about the tense, aspect or mood of the clause on dependent nominals (both arguments and non-arguments).

There are a number of other ways in which TAM information can come to be associated with nominals and
nominal categories. For example:2

(i) A language may have TAM clitics which can attach phonologically to nominals. This situa-
tion is found in Garrwa (Australia) (E. S Furby and C. E. Furby 1977) and Apurina (Arawak, Brazil)
(da S. Facundes in progress).

(ii) TAM affixes may appear on nominals to encode semantic features of the NP, e.g. chair-PAST means ’a
former chair’, chair-FUT means ’a future chair’, etc. This use is found in some Amazonian languages, for
example, such as Tariana (Aikhenvald 1999).

(iii) Pronominal elements may incorporate into a tensed auxiliary. This can give the appearance of tense-

2We would like to thank the many LINGTYP readers who provided much of the language data on which this summary is
based. In particular, we are grateful to Matthew Dryer for first identifying and distinguishing these different types of TAM-inflected
nominals.
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inflected pronouns while actually being a verbal category simply inflected for pronominal features of subject
and possibly other arguments. This situation is found in Hausa and other Chadic languages, for example
(Burquest 1986).

However, these possibilities do not pose the theoretical problems that we are interested in here. In the case of
(ii), the TAM category is relevant only to the NP, and not to the whole clause, thus the fact that it is encoded
on the NP is entirely appropriate. As for (i) and (iii), in neither of these situations is a dependent nominal
inflected for TAM: in (i), the TAM marker is a clitic, a distinct syntactic element, which just happens to
be realised phonologically on the dependent nominal; and in (iii) the tensed element is actually a verbal
category which is inflected for the pronominal features of its subject. Thus, while these are all cases of
nominals bearing TAM information, in none is the nominal actually inflected for the TAM category of the
clause.

We have already seen in (1) two examples of dependent nominals inflected for clausal TAM. The Kayardild
data is discussed in detail in Nordlinger (1998) (also (Evans 1995)) and so won’t be discussed further here.
The English data will be discussed in more detail in section 5. Many other languages of the world exhibit
similar and related phenomena, as we will now see.

In the Niger-Congo language Supyire (Carlson 1994), first and second person pronouns have two distinct
forms depending on whether the mood of the clause is declarative or non-declarative. The two sets of forms
are shown in the table below (taken from Carlson 1994:152, 154).

DECL. NON-DECL.
1.SG mı̀i na
2.SG mu ma
1.PL wùu wu
2.PL yı̀i yi

The distinction between these two pronoun sets is shown in the following examples. Note that in (4b) and
(4c) the distinction in mood is shown by the pronouns alone.

(3) a. mı̀i
my

kùù i
chicken.DEF

‘my chicken’ (Carlson 1994:152, ex. (1a))

b. Mı̀i
I

à
PERF

pa.
come

‘I have come.’ (ibid. ex. (1b))

c. Mu
You

a
PERF

mı̀ı̀
me

kánhá.
tire

‘You have annoyed me.’ (ibid, ex. (2b))

(4) a. Ma
you.NONDECL SUBJUNC

pa.
come

‘Come’ (polite command). (Carlson 1994: 154, ex. (6a))

b. Na
me.NONDECL

wı̀ı̀.
look.at

‘Look at me.’ (imperative) (ibid., ex. (7a))

c. Na
my.NONDECL

cevoo
friend

kùu,
chicken

taá
where

ma
you.NONDECL

k - -gé
go.IMPFV

ke?
LOC.Q

‘My friend chicken, where are you going?’ (ibid., ex. (7c))
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In (3) we see the declarative pronouns in possessor, subject and object functions. In (4) we see the equivalent
pronouns in the same functions in non-declarative sentences. While declarative pronouns can sometimes ap-
pear in non-declarative clauses, the reverse is not true: it would be totally ungrammatical for the first singular
pronoun na, for example, to appear in one of the declarative clauses in (3). Furthermore, in examples like
(4b), it is only by virtue of the pronoun that we know the clause is non-declarative at all. It is quite clear,
therefore, that these pronouns carry (non-declarative) mood information for the clause.

A similar situation is found in /Gui [g ui], a Central Khoisan language spoken in Botswana. In /Gui subject
pronouns are usually in the nominative case (5), except for in imperative clauses, in which case they must
appear in the distinct imperative form (6). As is clear in the contrast between (5) and (6), the verb remains in
the same form in both sentence types: the imperative mood of the clause is encoded by the subject pronoun
alone (Hitomi Ono, pc):

(5) Cire
1.SG.NOM

!koõ
go

‘I go.’

(6) Da
1.SG.IMP

!koõ.
go

‘Let me go.’

In Chamicuro, an Arawak language spoken in Peru, clausal tense information is encoded on the definite
article which must usually accompany (definite) nominal subject and object arguments (Parker 1999). There
are two forms of the definite article: na, used in present and future tenses, and ka which marks past tense.
These articles do not bear stress, and Parker shows that they cliticize phonologically to C final, but not to V
final, preceding words, a behaviour which is completely predictable on purely phonological grounds. These
phonological enclitics semantically modify the following nominal (e.g. (9)).

(7) I-nis-kána
3-see-PL

na
THE

čamálo.
bat

‘They see the bat.’ (Parker 1999:552, ex. (2))

(8) Y-aĺıyo
3-fall

ka
THE(PAST)

ké:ni.
rain

‘It rained’ (the rain fell). (ibid., ex. (3))

(9) U- -yé =na
1-go-FUT=THE

Pámpa
Pampa

Hermosa-šána.
Hermosa-LOC

‘I will go to Pampa Hermosa.’ (ibid., p. 554 ex. (9))

The tense contrast between these two forms is shown most clearly by the following pair of sentences, in
which there is no independent tense marker on the verb. Thus, the tense constrast is encoded by the definite
article alone.

(10) a. P-aškala t-ı́s=na
2-kill-2.PL=THE

čamálo.
bat

‘You (plural) are killing the bat.

b. P-aškala t-ı́s=ka
2-kill-2.PL=THE(PAST)

čamálo.
bat

‘You (plural) killed the bat.’ (Parker 1999:553, ex. 7, 8)
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That these are indeed definite articles and not part of the verbal complex is shown by the fact that they
appear within NPs:3

(11) aná =na
this=THE

čmešóna
man

‘this man’ (ibid., p. 554, ex. (13))

(12) Y-ahkašamustá-wa
3-scare-1.OBJ

ka
THE(PAST)

ma póhta
two

ka
THE(PAST)

ma náli
jaguar

‘The two jaguars scared me.’ (ibid., ex. (14))

Thus, it is clear that these definite articles in Chamicuro, while belonging syntactically to dependent NP
constituents, encode clause-level tense information.

Another variation on this same general phenomenon is found in the Australian language Pitta Pitta
(Blake 1979), in which the case suffixes obligatorily attached to nominals in the clause additionally encode
tense information. Furthermore, the case marking system differs dependent on the tense category encoded,
as shown in the following table (taken from (Blake 1987): 59, see also (Nordlinger 1998) for discussion
with the LFG framework).

S A O Inst
Non-Future - -lu -nha -lu
Future -ngu -ngu -ku -ngu

Thus, in future tense the case marking makes a nominative-accusative distinction, with subjects marked with
-ngu and objects marked with -ku (which is also the dative case). In non-future tenses (past and present), on
the other hand, there is a three way opposition between intransitive subject (- ), transitive subject (-lu) and
object (-nha). Note that this tense distinction is also encoded in the case suffixes of instrumental NPs, so it
is not purely a property of core grammatical functions.

Examples illustrating the case alternations on subjects (13-14) and objects (15-16) include the following: 4

(13) Ngamari
mother(NOM)

karnta-ya
go-PRES

ngartu-nga
nardoo-PURP

kankari-marru.
knife-having(NOM)

‘Mother’s going for (to get) nardoo with a knife.’ (ex. 4.11)

(14) Ngamari-ngu
mother-NOM.FUT

karnta
go

ngartu-nga
nardoo-PURP

kankari-marru-ngu.
knife-having-NOM.FUT

‘Mother will go for (to get) nardoo with a knife.’ (ex. 4.13)

(15) Ngamari-lu
mother-ERG

ngunytyi-ka
give-PAST

ngali-nha
we.DU-ACC

mangarni-marru-nga-nha
bone-having-GEN-ACC

kathi-nha.
meat-ACC.

‘Mother gave us the doctor’s meat.’ (ex. 4.12)

(16) Ngamari-ngu
mother-NOM.FUT

ngunytyi
give

ngali-ku
we.DU-ACC.FUT

mangarni-marru-nga-ku
bone-having-GEN-ACC.FUT

kathi-ku.
meat-ACC.FUT.

‘Mother gave us the doctor’s meat.’ (ex. 4.14)

3In (12), the definite article appears twice within the NP: once before the numeral and once before the head noun, as is typical
for Chamicuro NPs containing numerals and demonstratives (Parker 1999: 554).

4These examples are taken from Blake (1987: 59-60).
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The contrasts between (13) and (14) and again between (15) and (16) show very clearly the interaction of
case marking in Pitta Pitta with tense. In the future tense clauses in particular, in which the verb carries no
tense inflection at all, it is only the form of the case markers that specify the tense of the clause.

In this section we have presented data from a wide range of typologically diverse languages demonstrat-
ing the fact that dependent NPs, including subjects, can and do provide TAM information directly to the
clause. In fact, the languages that we have discussed constitute only a small portion of the total number
of languages which exhibit this phenomenon. Other languages which space considerations prevented us
from discussing here include: Lardil (non-Pama-Nyungan, Australia) (Hale 1997), Gurnu (Pama-Nyungan,
Australia) (Wurm and Hercus 1976), Yag Dii (Niger-Congo, Cameroon) (Bohnhoff 1986), Sahidic Coptic
(Egyptian) (Lambdin 1983), Gusiilay (Niger-Congo) (Raible to appear), Iai (Oceanic) (Tryon 1968), Tigak
(Oceanic) (Elena Filimonova, pc) and Guaymi (Chibchan, Costa Rica and Panama) (Tom Payne, pc). The
sheer number and typological diversity of languages in which this phenomenon is found argue strongly that
it is by no means marginal. Rather the possibility that TAM information is directly contributed to the clause
by dependent nominal arguments, must be accounted for within any theory of universal grammar.

3 LFG Analysis

The use of nominals to encode clause-level information, such as we saw at length in the preceding section, is
dealt with simply and naturally within LFG’s model of constructive morphology. Constructive morphology
makes use of inside-out constraints (e.g. Halvorsen and Kaplan 1988, Dalrymple 1993, see also Andrews
1996:41-43) associated with the lexical elements or morphological processes to enable nominal constituents
to define the larger syntactic (f-structure) context in which they are embedded. For example, the /Gui
imperative subject pronoun in (5) would have associated with it the inside-out constraint in (17):

(17) da (( SUBJ ) MOOD) = IMP

The inside-out designator (SUBJ ) in this constraint defines an f-structure containing a SUBJ attribute
whose value is the f-structure of the pronominal (i.e. that designated by ). In other words it creates a larger
f-structure within which the pronominal’s f-structure is embedded as the SUBJ:

(18) SUBJ PRED PRO

PERS 1

NUM SG

Furthermore, this constraint also stipulates that the larger f-structure (that denoted by (SUBJ ) has a MOOD
attribute whose value is IMP. Thus, the complete f-structure constructed by the imperative subject pronoun
da is that in (17).

(19) MOOD IMP

SUBJ PRED PRO

PERS 1

NUM SG
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Note that the MOOD information contributed by the subject pronoun has been unified into the outer f-
structure, namely the f-structure for the whole clause. Thus, this model accurately captures the fact that
such TAM information associated morphologically with (pro)nominals is, in fact, clause-level information,
and not information relevant to the nominal host.

Although, as we will see below, an account can in principle be given of these cases of TAM inflected
nominal arguments by postulating otherwise unmotivated nominal features and concord requirements, it
seems to us that a more adequate account of these data is available in a theory whose description language
includes inside-out statements. While inside-out function application is well-established in LFG through
work in such areas as quantifier scope (Halvorsen and Kaplan 1988), anaphoric binding (Dalrymple 1993),
internally-headed relative clauses (Culy 1990), Russian genitive of negation (King 1995), Urdu case (Butt
1995), case in Australian Aboriginal languages (Nordlinger 1998), and topicalization (Bresnan 2000), it is
not generally assumed in HPSG (although both Bredenkamp (1996) and Koenig (1998) explore phenomena
which lend themselves most naturally to inside-out formulations, and provide sketches of how they may be
accommodated in specific description languages for HPSG). As Koenig (1998) shows, this rules out versions
of the Kasper Rounds logic for HPSG since what is required is a description language in which you can refer
to feature structures.

4 Problems for Head Driven Grammars

In contrast to the ease with which LFG’s model of constructive morphology captures the encoding of clause-
level TAM properties on subject and non-subject NPs, the expression of head properties on a dependent,
especially on a subject, is highly problematic for HPSG. This is because the theory is strongly head-driven,
and adopts what is essentially a constituent based theory of headedness. This means that it is committed to
a single notion of syntactic head, grounded in the notion of categorial similarity. Under this view, heads can
control for local properties of the elements which they subcategorise or otherwise select, and themselves
uniquely determine the HEAD features of their mother, while dependents do not place constraints on the
heads they combine with or the constructions within which they appear5. For example, a typical case of
concord and index agreement within N might be treated by providing each (agreeing) element with its own
intrinsic features, which are then shared or identified, either by specification in the lexical entry for the head,
which can see into the dependent which it selects (as exemplified below), or, in principle, at the level of the
construction or ID schemata.

5Where dependents select or co-select their syntactic heads, additional features are introduced: for example, adjectival modifiers
will select nominal heads via a special MOD feature, and determiners co-select their heads via a SPEC feature: the general point,
however, remains valid.
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(20) word

PHON ....

CAT HEAD noun

CASE [1] nom

SPR DP:[CASE [1]:[2] ]

CONTENT nomobj

INDEX [2] PER 3

NUM SG

GEN FEM

RESTR ....

Such an approach is reasonable in the (hypothetical) case where a nominal dependent of a verbal head is
marked to agree with some TAM feature of the verbal head, but positing intrinsic TAM features for nominal
dependents of verbal heads does not capture the intuition concerning the data discussed here, in which
the nominal elements directly co-describe or constrain the TAM values of the clause (or verbal projection)
within which it appears. In LFG, as we saw above, this can be achieved without positing TAM features
within the f-structure of the nominal itself, an important facet of the analysis proposed in work on this
phenomenon in LFG.

In the Supyire data of section 2 the choice of first and second person pronouns depends on the mood of
the clause (see examples (3) and (4) above). To view this in a head-driven fashion, we must first assume a
declarative/nondeclarative distinction inherent to the pronominal system, expressed either in the signature
(by recognising subtypes of the type noun or in the theory by reference to specific (dedicated) feature, for
example, DECL. For concreteness, we suppose the latter. 6 Then the head must be specified to share its
own DECL feature with that of its dependents: this can be expressed in a lexical entry similar to that in (20)
above. However there are two further issues. Firstly, although the distinction is only relevant to pronominal
arguments, as a consequence of the feature sharing or concord analysis along the lines shown above, all
nominal arguments must be provided with a DECL feature (and given that the distinction is not always
marked in the verbal element, the requirement that linguistic objects be totally well-typed and sort-resolved
seems to necessitate also the declaration of a default value for DECL). Secondly, examples such as (4c) show
that within a clause the arguments of arguments of the verbal head (here, the possessor within NP) also code
clausal distinctions of mood, if pronominal. This requires a significant degree of feature percolation on the
head-driven, concord based view of the phenomenon: as well as being shared between verbal heads and
their arguments, the HEAD feature DECL must be shared between nominal heads and their arguments.

In sum, then, an HPSG analysis of this phenomenon appears to require the postulation of (a) a HEAD feature
DECL on (at least) nominal and verbal heads, including those heads for which the distinction is not signalled
by any morphology; (b) an assumption that DECL defaults to + (or -); (c) explicit encoding in lexical entries
of DECL concord (by feature sharing) within NP and within the clause.

This is somewhat clumsy, although clearly workable in principle. More importantly, it misses the point,
which is that the pronominal element directly contributes clausal information which we do not want to
associate with the nominal projections. It is not yet clear to us whether in Supyire distinctions of mood are

6For the purposes of illustration, we assume that the shared feature is a syntactic feature, that is, one which would be represented
in the CAT value rather than the CONTENT values. Nothing hangs on this detail.
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ever made on the verbal head. If they are, then this at least potentially motivates the feature DECL as a
verbal HEAD feature. However, the /Gui data in (5) and (6) illustrate further why a concord analysis along
these lines is less than satisfactory. In this language, the verb itself does not code the distinction between
declarative and imperative, which is encoded by choice of subject pronoun alone.

With the Kayardild data in (1), the feature passing approach is even more problematic. In this data, certain
TAM features are verbally marked and a complementary set are nominally marked. Together they define the
TAM properties of the clause. Under a feature passing/sharing view we are committed to treating distinctions
which are never verbally introduced as though they might be.

Finally, we should also mention the analytic difficulties posed by the existence of TAM marking on a variety
of adjunct nominals. This is illustrated for Kayardild in (1), and is also found in Pitta Pitta. True adjuncts
are not visible to heads. It is not easy to see how any plausible argument could be made that the full range
of adjuncts, whether syntactically selected or not, and including those such as balmbi- “tomorrow” and
barruntha- “yesterday” in (1) , should be taken to be complements (and therefore visible to heads on the
COMPS and ARG-ST lists), rather than adjuncts. TAM marking on adjuncts is therefore problematic for a
head-driven approach to the phenomenon.

Given the difficulties posed for HPSG in providing a natural and explanatory account of the marking of
clausal head properties on dependent nominals, it is not surprising that recent work within the framework
has attempted to claim that such phenomena are not attested empirically (Bender and Sag 1999).7 In con-
trast, we showed in section 2 that, although virtually ignored in the theoretical and typological literature,
this phenomenon is in fact well-attested cross-linguistically, appearing in a number of typologically and
genetically diverse languages. In the languages discussed so far, the nominal TAM marking takes the form
of a distinction in the pronominal system, a case marker attached to the nominal or nominal group or a dis-
tinction in the form of the article. We have shown that a concord-based approach, such as is available within
HPSG, fails to capture the central insight (direct and independent contribution by the dependent nominals of
clausal properties), and leads to the postulation of otherwise unnecessary distinctions (such as the distinc-
tion between DECL+/- nonpronominals in Supyire). It is therefore legitimate to ask why the analysis of this
well-attested, though little studied, phenomenon is problematic in HPSG, while relatively straightforward
in LFG.

There are several fundamental distinctions between LFG and HPSG. In HPSG, constituent structure (or
tectogrammatical structure) has a centrality which it does not occupy in LFG. While LFG relativises the
notion of head to the level of linguistic description, in HPSG it is largely the case that the constituent
structure head is the head of the construction. Furthermore, the notion of syntactic head is fundamental to
much of the mechanics of HPSG - principles such as the Head Feature Principle and the Subcat Principle
(Pollard and Sag 1994) and more recent additions such as the set of Lexical Amalgamation principles de-
pend on a constituent structure based notion of syntactic head for their operation. This means that the notion
of categorially defined syntactic head is much more important in HPSG than LFG.

The centrality of headedness is seen, for example, in the head-driven approach to concord above. In this
view of the world, heads can see and constrain their arguments, but arguments cannot directly constrain their
heads, or the constructions in which they occur. However, as we saw in the LFG analyses in section 3, this is
exactly what is required for an accurate account of TAM-inflected nominals, suggesting that the descriptive
metalanguage of HPSG must be extended to permit dependents to constrain their heads/constructions.

7Bender and Sag (1999) argue that all apparent instances of this phenomenon can be reanalyzed as either head-dependent
agreement, or pronominal incorporation. In fact, none of the examples we present in this paper could be reanalyzed in this way
without substantially altering or skewing the empirical facts.
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5 English Reduced Auxiliaries and Head Driven Grammars

A more radical challenge to head driven grammatical models is provided by recent LFG analyses of English
reduced auxiliaries in Sadler (1998) and Barron (1998) as tense-inflected pronominals. These analyses fol-
low the insight of Spencer (1991) who argues on morphological and phonological grounds that nonsyllabic
reduced auxiliaries (such as you’ll, we’ve) form a morphological unit with the pronominal form to which
they are attached. Accepting these arguments, Sadler (1998) provides an analysis of such morphologically
complex, tense-inflected pronouns in LFG (and Sadler’s analysis is adopted in Barron (1998), who gives
further arguments for the conclusion that nonsyllabic reduced auxiliaries are pronominal inflections, and
shows how the lexicalist analysis accounts for facts taken by Radford (1998) to argue in favour of a move-
ment analysis). The lexical entry for e.g. you’ll involves an inside-out constraint as shown below, and the
constituent structure lacks an I node:

(21) IP

SUBJ =
DP

D

you’ll

=
I

=
VP

=
V

like

OBJ =
DP

Mary

(22) PRED SUBJ , OBJ

SUBJ PRED ‘PRO’

PERS 2

OBJ PRED ‘Mary’

TENSE FUT

(23) you’ll: ( PRED) = ‘PRO’
( PERS) = 2
((SUBJ ) TENSE) = FUT

The inflected pronoun contributes constraints over both the f-structure corresponding to the entire sentence,
and the SUBJ f-structure. This analysis is possible in LFG because the mapping between c-structure and
f-structure is defined in such a way as to accommodate divergences in headedness bewteen functional and
constituent structures.

Motivated primarily by the difficulties we have already seen for HPSG in adopting a similar analysis of this
data - namely, an analysis which treats these auxiliaries as tense-inflected pronominals - Bender and Sag
(2000) argue against Sadler’s (1998) approach, and present an alternative analysis that fits more readily into
the head-driven framework of HPSG.
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Bender and Sag accept the arguments that these forms are morphologically derived, and thus constitute
single syntactic atoms or words. Under their HPSG analysis, however, these elements are verbs which
incorporate pronominal arguments, rather than pronominals which incorporate tensed verbal heads. 8

As Bender and Sag note, the two analyses are largely equivalent in terms of account for the data under dis-
cussion. The driving force behind this re-analysis is the fact that the incorporation of heads into dependents
is ruled out by the ‘head-driven’ nature of HPSG, in which a large number of principles are formulated in
terms of the notion of syntactic head (which is itself essentially based on a notion of constituent structure
head). These principles include the Valence Principle and the Head Feature Principle.

The analysis is formalised by Bender and Sag by means of a lexical rule of Pronominal Incorporation which
operates at the level of the word, taking two lexical entries as input (one with a SS LOCAL value of type pr-
loc, appropriate for pronominals and the other with the HEAD features of a finite auxiliary) and outputting
a third. In the output, the incorporated pronominal is constrained to have a SYNSEM value of type affix
and the SUBJ feature is the empty list ([1] and [2] refer to the PHON values of the input, [3] is the LOCAL
value of the pronominal and [4] the HEAD features of the input auxiliary verb).

(24)

word

PHON 1

SS LOC 3 pr-local

,

word

PHON 2

HEAD 4

verb

AUX +

VFORM fin

ARG-ST 5

PHON FP1 1 2

SUBJ

HEAD 4

ARG-ST 5
aff

LOC 3 , ...

The HPSG analysis, then, essentially assimilates the phenomenon to the well-known phenomenon of
pronominal incorporation. Although technically workable, we believe there are several strong arguments
against such an analysis.9 There are several reasons to doubt the identification of these data with the phe-
nomenon of pro-drop. For a start, standard English does not elsewhere generally permit pronominal incor-
poration.10 If this is pro-drop, it is not clear why pronouns incorporate only into the reduced forms of the
auxiliaries, and why only into auxiliary verbs (rather than, for example, all tensed verbs).

Furthermore, note that the analysis is less than natural from a morphological point of view. Firstly, the
element which has reduced morphology, the auxiliary, is taken to be the head of the morphological con-
struction, while the element which is unreduced, the pronominal, is taken to be an affix. In well established
cases of pronominal incorporation, however, it is clearly the pronominal which has reduced morphology (as

8Bender and Sag (2000) are correct in observing that the tensed pronoun proposal of Sadler and Barron utilise the theory of
blocking of Andrews (1990) to provide in addition an account of preemption. They suggest that this is a weakness, in the case where
there is no blocking effect. But as they observe, the invocation of blocking is independent of the analysis of the phenomenon. If,
contrary to fact, there were no blocking, the appeal to blocking would be dropped. Moreover, Bresnan (pc) points out that blocking
might be substituted by an OT alternative to give the desired degree of sensitivity.

9We thank Joan Bresnan, Ida Toivonen and Andy Spencer for discussion of the points made in this section.
10This is not to deny, of course, that English does permit both subjects and tensed verbs to be dropped in certain discourse

circumstances, but this is a different matter.
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in Bantu, see (Givón 1976, Bresnan and Mchombo 1987)). The identification of the pronominal as being of
type affix is crucial to the Argument Realization Principle which is used to ensure that the first argument on
the ARG-ST list (which corresponds to the pronominal argument) is not on the COMPS list, and therefore
not externalised in the syntax (since elements of type affix do not occur as independent elements in the
syntax).

Secondly, the pronominal affix view amounts to claiming that English has pronominal prefixes, which is
extremely questionable on morphological grounds. English makes very scant use of prefixation (as opposed
to suffixation) at all, and subject prefixes can hardly be argued to be natural in the language.

Turning now to the phonological consequences of incorporation (be it head incorporation (as on the
Sadler/Barron view) or dependent incorporation (as on the Bender and Sag view)), Bender and Sag specify
a partial function over input forms, explicitly enumerating the output forms to account for the phonological
processes associated with what is, on their view, prefixation of pronominal forms to a verbal stem. It is clear,
however, that they view the process as involving a “rule of laxing of tensed vowels that applies only to the
vowels of pronouns in combination with contracted auxiliaries” (p4). The appeal to class specific phono-
logical rules is unfortunate, given that phonology has largely moved away from such devices. But more
importantly, this formulation misses the crucial point that what is involved here is a case of the well-known
phenomenon of affix-conditioned stem allomorphy (which does not, moreover, always involve laxing of
tensed vowels): consider we’ve /wIv/ */w v/ versus we’re /w (J)/ */wI(J))11.

In our view, an important consideration in the evaluation of these different analyses of a synchronic phe-
nomenon is the degree of fit between the analysis and diachronic tendencies. On this ground, the head
incorporation view is to be preferred. Alongside the non-syllabic reduced auxiliaries under discussion, En-
glish has a set of syllabic reduced auxiliaries which are phonologically enclitic. The diachronic drift to
grammaticisation, by which a form reduces and phonologically cliticises and then is absorbed into the host
as a bound element is well known; it is well established, for example, that incorporated pronominals have
evolved diachronically from full pronominals which became phonologically weakened cliticised forms, and
then bound forms. Under the head incorporation view, the affixal auxiliaries merely represent a further step
on the path away from full wordhood. The pronominal incorporation view, on the other hand, which treats
the reduced element as the head, runs counter to the evidence of this diachronic path.12

While the core phenomenon involves subject pronouns, there are several suggestions in the literature that
at least some speakers accept non-syllabic (and hence incorporated) forms for certain lexical NPs (Barron
cites the non-syllabic pronunciation of The BBC’ve accepted the contract as acceptable to some speakers,
and Bender and Sag themselves cite The sky over California’s always blue from a Pullum and Zwicky
1997 LSA conference presentation). The issue is complicated by the fact that phonological processes can
also (independent of this phenomenon) produce non-syllabic forms, which it is necessary to control for.
Furthermore, much detailed work on speaker variation is required before definitive pronouncements can
(if ever) be made on these matters.13 Note however that the extension to larger sets of incorporations is
more natural on the head incorporation view: more permissive speakers are simply less selective about stem
selection. On the other hand, the head driven account requires the incorporation of a lexical N (as affix) into

11This point is made in the discussion in (Spencer 1991)
12Putting this another way, we might ask why it is that pronouns incorporate only into reduced forms of the auxiliaries. On the

Bender and Sag view, this is essentially stipulated by enumeration in the phonological function, while on the view which we adopt,
incorporation of the reduced auxiliary as an affix/bound form is a natural progression for a phonological clitic.

13Bender and Sag give examples suggesting that forms of be other than the tense auxiliary also involve incorporation. The LFG
account can be extended straightforwardly to cover these data, as Bender and Sag acknowledge. However, many of these examples
seem ungrammatical to at least one author of the current paper, underlining the point that much detailed informant work is required
to establish the facts in these murky areas.
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the auxiliary.14

Before leaving the discussion of Bender and Sag, we note that they suggest that there is some correlation
between the head-incorporation in LFG and a morpheme-based view of morphology, on the one hand, and
between pronominal incorporation and a non-morphemic (presumably, realizational) view of morphology.
In fact, there is no such correlation. In the work on constructive case, Nordlinger (1998) assumes lexical
entries for affixes, thus treating them as morphemes, as a notational convenience (p. 21). Nordlinger’s
principle of morphological composition, for example, can be reformulated in terms of morphological func-
tions or constructions, rather than in terms of morphological trees. Sadler (1998) makes no commitment
whatsoever to morphological analysis, simply presenting lexical entries for completely derived words and
eschewing all discussion of how the morphology itself is modelled. There is no necessary connection at all
between these two aspects.

To sum up, we think there are several grounds for questioning Bender and Sag’s reanalysis of the English
facts as a case of pronominal incorporation. We have shown in this paper that there is good cross-linguistic
evidence for the existence of tense-inflecting pronominals. The fundamental difficulty that Sadler’s (1998)
analysis of the English data poses for HPSG is that it involves a constituent structure which lacks a head (a
verbal projection without a verb). Bender and Sag’s argumentation is built on the covert premise that such
structures are not attested (and indeed, the centrality of the structural notion of head is a fundamental HPSG
idea). Although much further work needs to be done, we suggest that English is not the only language
exhibiting this radical form of head incorporation. In the rest of this section we sketch out some other
possible cases. Even if Bender and Sag were correct about English, HPSG will have to take account of these
cases.

The past tense is expressed in Polish by means of a l form participle and a perfect auxiliary (a form
of the verb be). The auxiliary (which bears subject agreement features and may be the sole expres-
sion of the subject) may be combined with the participle or may appear attached to an element to
the left of the verb. The phenomenon of so-called “floating inflection”is exemplified in (25) to (31)
(Dziwirek 1998, Borsley and Rivero 1994).

(25) Wieczorem
evening

czytaliśmy
read-1pl

ksia̧żki
books-acc

(26) Wieczoremśmy
evening-1pl

czytali
read

ksia̧żki
books-acc

(27) Ksia̧żki
books-acc

wieczoremśmy
evening-1pl

czytali
read

(28) Ksia̧żkiśmy
books-1pl

wieczorem
evening

czytali
read

(29) Wieczorem
evening

ksia̧żkiśmy
books-1pl

czytali
read

(30) Myśmy
we-1pl

wieczorem
evening

czytali
read

ksia̧żki.
books-acc

In the evening we read books.

14Bender and Sag criticise the use of long distance paths in LFG, stating that a theory which excludes long distance selection is
to be preferred. The architecture of LFG is one which makes a clear separation between c-structure locality and f-structure locality
precisely to allow for mismatches and apparent long distance feature flow: c-structure locality of selector and selection is only a
theory-internal desideratum of HPSG and similar theories. Given that the phenomenon of tense-inflected nominals is one of many
cases in which non-local selection is precisely what is at issue, this criticism simply begs the question.
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(31) Ewy-s
Ewa’s-2S

ksi aźk e
book

czytal
read.SM

You read Ewa’s book.

It is clear that these forms of the verb be are part of a periphrastically expressed tense/aspect form in combi-
nation with a participle (which inflects adjectivally). The auxiliary element was diachronically a phonologi-
cal clitic. Analyses are split on whether to treat this element as a syntactic atom phonologically cliticised, or
as a bound form precisely because of the difficulty in head driven syntactic frameworks of accommodating
the resultant ‘headless’ construction: for example, Borsley and Rivero (1994) treat the participle-auxiliary
combination as syntactically analysable syntactic incorporation of V into Aux and the “floating inflection”
as PF (phonological) cliticization of I to the constituent to its left. Dziwirek (1998) treats the auxiliary mor-
phologically . The morphophonological evidence for affixal status is extremely strong, (see (Spencer 1991)
for a full discussion), and, as Spencer observes, the only evidence against this view is the lack of strong se-
lection of the stem/host by the auxiliary (promiscuous attachment). Indeed, this mix of properties led Booij
and Rubach (1987) to argue for a lexical treatment, but keeping the process of word-internal cliticisation
separate from other word formation processes. The evidence therefore strongly suggests that the combina-
tion of host and auxiliary is not syntactically transparent. If this is correct, then these data constitute another
case in which a head (here, the auxiliary (and subject agreement marker) in the past tense formations) is
incorporated into a dependent. This can be captured by means of inside out equations in LFG, but, like the
English data, appears problematic on a head driven view 15.

(32) Wieczoremśmy
( PRED ) = ‘evening’
((GF ) SUBJ) =
(( PRED) = ‘PRO’)
( NUM) = PL
( PER) = 1
(GF ) TNS) = PAST

(33) Ksia̧żkiśmy
( PRED) = ‘book’
((GF ) SUBJ) =
( PRED) = ‘PRO’
( NUM) = PL
( PER) = 1
(GF ) TNS) = PAST

Borsley and Morris Jones (Welsh Syntax 2000 workshop presentations) discuss some cases in Welsh where
verbless sentences with pronominal subjects are permissible. Copula-less patterns are found with 2S, 1PL
and 2PL pronouns (in all these cases the final consonant of the “missing” copula form and the initial con-
sonant of the pronoun are the same). The glosses in the following data (attributing verbal properties to the
pronominal forms) are those provided by Morris Jones.

(34) ti
[be+pres]2S

’n
PROG

licio
like

sudd
juice

oren.
orange

You like orange juice.

15We do not give a full analysis here, which would require the addition of f-precedence constraints to capture the “left of V”
constraint.
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(35) chi
[be+pres]2PL

ddim
not

yn
PROG

licio
like

sudd
juice

oren.
orange

You don’t like orange juice.

Morris Jones establishes several crucial facts about these data, which distinguish them from a clipped or fast
informal speech phenomenon and in particular from similar forms with full NPs. The diagnostics include
control of responsives appropriate for questions with forms of be, form of tag questions, possibilities for
fronting constituents, possibility of ellipsis and occurrence in noun clauses (the last is illustrated below):

(36) Dw
Be.PRES.1SG

i’n
I-PROG

meddwl
think

ti
[be+pres].2SG

’n
PROG

gwbod
know

I think you know

(37) *Dw
Be.PRES.1SG

i’n
I-PROG

meddwl
think

dadi
Daddy

’n
PROG

gwbod
know

I think Daddy knowing

Again, these data strongly suggest that these forms are pronouns carrying tense and aspect information,
and are appearing in subject (NP) position. As Borsley (workshop presentation) points out, an analysis of
these data in HPSG appears to require either some sort of empty copula, or a headless construction type (in
constructional HPSG), or a re-analysis of the pronominal forms as pronominal incorporations into Aux.

6 Conclusion

In this paper we have shown that the phenomenon of TAM-inflected nominals is not typologically marginal
but is, on the contrary, well established across a range of typologically diverse languages. We have argued
that these data are not straightforwardly captured in a head-driven fashion, but are naturally accommodated
by the use of inside out constraints, as in the constructive morphology approach of LFG.
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1 Introduction

This paper describes the error-recognition module of an interactive CALL-system. Using the system the
language learner is invited to produce complete written sentences in little dialog tasks with the computer.
This setting challenges the learner to use language interactively in order to enhance the development
of ‘communicative competence’. Emphasis is put on the possibility to give adequate feedback to the
learner if an ill-formed sentence is encountered. As mentioned in e.g. Menzel and Schröder (1998),
usually a program does not support both requirements at the same time. If free formed input is allowed,
the system is not able to do a detailed analysis of the input while if the error-recognition capabilities are
advanced for satisfying feedback, the choice of exercises is in most cases quite limited. Thus the main
goal in developing a CALL-system should be to provide a stimulating environmentandto give adequate
feedback. The preconditions therefore are robust parsing and error recognition, which are both handled
by the system described below.

The paper begins with a short description of the system’s design. Various modules analyse the
learner’s input sentence for orthographic, syntactic and semantic errors. Finally a dialog component
produces output either reacting to an error or continuing the dialog.

Then some introductory remarks about error-recognition follow. Mainly two ways to provide feed-
back to the learner have been applied in CALL-systems. One way is to introduce ‘mal-rules’ into the
grammar to get structural descriptions for erroneous input (e.g. Schneider and McCoy (1998)). The
other way is to develop costly parsing methods (Menzel, 1992). Alternatively the system described here
is using a more traditional grammar-theory (Lexical Functional Grammar) without any anticipation of
errors and uses a modified unification algorithm to analyse the learner-input and to provide methods to
increase the efficiency of the parsing process.

The main part of the paper decribes the parser and the methods for error recognition. The parser is
an Earley style chart-parser (Earley (1970); implemented following Naumann and Langer (1994)) and
the grammar is an unaugmented LFG-grammar. The term ‘mild syntactic errors’ is used because the
error analysis works until now only for errors encodable in the f-structures of a sentence. Therefore, for
example, linearisation errors will not be recognised. I will show how a modified unification process can
relax constraints if the values contradict each other on the one hand and on the other hand encode errors
in the functional structure (f-structure) for feedback purposes. For efficiency purposes some methods
have been integrated affecting the structures resulting from the unification as well as the chart-items
entered into the chart.

Furthermore some arguments for the usage of LFG in this setting are discussed. Essentially LFG
has proven to be useful in applied computational linguistics and provides concepts understandable by
language learners.

216



2 System Design

While using the system every input sentence (usually an answer to a question asked by the system) is
first passed to a module checking for orthographic and syntactic errors. Theorthographic checkis done
based on methods developed by Oflazer (1996). With the help of a finite state recognizer mildly deviating
strings are identified and correct versions are presented to the learner if necessary. The methods for a
syntactic analysiswill be described below. As a next step the analysis of the sentence is checked against
a world knowledge base, from which feedback is given to the learner if the sentence contains an error of
sortal restrictions. If the learner has made an error, the system provides feedback to support the learner in
typing a syntactically correct or semantically more plausible sentence. After this step thedialog module
tries to find a reaction to continue the dialog.

The main focus in all the analyses is to continue the dialog without ignoring the errors made by the
learner. Only the orthographic check will actually interrupt the dialog with a suggestion of correct words
for the misspelled items. In all other cases either the ‘dialog partner’ will react to the erroneous input
or the system will display an error message, mark the sentence incorrect and simply continue the dialog.
This means that either the dialog partner states that it was difficult to interpret the input and might ask for
a rephrasal or the sentence was interpretable for the continuation of the dialog by the modules following
the syntactic analysis.

As an example the dialog might take the following form.

(1) system: Polizeirevier. Ja bitte?
Police station. May I help you?

user: * Ich habe ein Unfall gesehen.
I have seen an accident.

system: Was ist denn genau passiert?
What exactly happened?

Following the analysis of the user-input an error-message is displayed.

(2) error message: Es gibt vermutlich einen Fehler im direkten Objekt: das Genus ist nicht
korrekt: masc vs. neut.
There is possibly an error in the direct Object: the Gender is incorrect: masc vs. neut.

This message has to be deleted to continue the dialog as shown in example (1).

Error Analysis

Error diagnosis depends on sensitive parsing for the identification of errors. As opposed to robust parsing
with heuristics (e.g. Alexandersson et al. (1994)) the task is not to get the largest chunk possible of the
sentence, but to achieve an analysis spanning the complete sentence including a recognition of a possibly
minimal error.

Efficienterror-sensitive parsing has to make some assumption about the possible errors it will en-
counter, otherwise no solution would be found as mentioned above. One choice could be the integration
of the so-called ‘mal-rules’ into the grammar, which are used to analyse erroneous learner input. This
has been done as early as 1978 (Weischedel et al. (1978) uses ‘meta-rules’ outside the core grammar)
and in various other approaches. It does allow for a precise recognition of errors but unfortunately mal-
rules may increase the search space in a grammar dramatically and additionally rely on the foresight of
the linguist writing the grammar. As the error-analyses by Heringer (1995) in the computer program
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“Aus Fehlern lernen” shows, about half of the thirteen most common errors made by learners of German
appear in areas covered by the f-structure (e.g. agreement, subcategorisation for certain preposition, va-
lency). Foreseeing every possible error a system might encounter is therefore difficult to realise. It seems
more plausible to avoid the usage of anticipation of errors and introduce some methods for error-sensitive
parsing.

Another way of coping with ungrammatical input could be the usage of a probabilistic grammar.
Probabilistic grammars can achieve a higher degree of robustness by using variable levels of correctness
instead of clear-cut right-wrong decisions. However to be able to diagnose an error these systems would
have to be trained on large amounts oferroneousannotated texts produced by language learners. Anno-
tation of erroneous text corpora taken from language learning tasks hasn’t been done to my knowledge.

A further difficulty in the diagnosis of an error is the inclusion of relevant information from different
levels of the analysis. In case of an error a purely syntax-driven diagnosis might suggest more than one
alternative for correction (example taken from Menzel and Schröder (1998)).

(3) * The cars drives fast.

To correct this sentence, the noun could be changed to singular or alternatively the verb could be plural.
Here the system should ideally provide a method for finding a single diagnosis, for example decide that -
based on a semantic representation of the current situation - there should only be one car hence the noun
should be singular. Albeit - as is well known -, modelling the situation at hand and obtaining the correct
inferences from the knowledge base is a difficult task. In the case at hand based on a syntactic analysis
the computer would state that there is a disagreement in number/person between the subject noun-phrase
and the verb-phrase (3sg vs. non-3sg). Besides, leaving the decision for the correction to the user has the
advantage of producing a learning effect.

In the system at hand, errors can theoretically occur at all features of an f-structure. Since this is
unlikely and even implausible, only linguistically relevant features may be relaxed in the unification
process. Therefore the concept of this system starts with an unrestricted approach and adds methods for
limiting the complexity instead of opening up a very restricted system.

There have been various previous attempts to deal with error analysis in a CALL-context. Schwind’s
system (1988) follows a dual strategy in using constraint relaxation for agreement errors and error-rules
for e.g. linearisation errors. Unrestricted constraint relaxation as in this case works for smaller grammars,
but, used in larger grammars, leads to a large computational overhead. As mentioned above, error-rules
seem unsuitable for more complex systems because of the enlargement of the search space and of the
fact that their limited ability can only account for some errors.

This means that also no Optimality Theory-style additions should be used as suggested e.g. in Kuhn
and Rohrer (1997). Using OT-type markings with ps-rules to achieve robust parsing of erroneous text
would require the addition of rules describing ungrammatical constructions which in turn would lead to
the mentioned problems.

Menzel’s system (1992) avoids anticipation, but uses a model-theoretic approach, which only allows
for small grammars to be used due to computational complexity.

A different approach is described in Menzel and Schröder (1998). Their system allows for errors on
the syntactic, semantic and pragmatic level due to the structure of the grammar. The system includes a
constraint based dependency grammar with weighted constraints using the method ofpartial constraint
satisfactionand more specifically solving theminimal violation problem. The grammar concept allows
for the recognition not only of syntactic errors but also of linearisation errors, since these rules are
included in the constraint structures as well. However, as the authors concede, some problems remain.
The grammar formalism only allows for binary branching, which is rather artificial for some linguistic
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structures, even though the expressive power of the formalism is not limited by this restriction. Another
difficulty is the scoring of constraints. Although this allows one to set preferences for single constraints,
is not clear that a meaningful error-analysis can be reached. A certain final structural description of a
sentence might have the lowest scoring from the set of structures even though a human corrector would
choose another solution accidently having a higher score. Once every single constraint in a sufficiently
large-scale grammar has received a scoring, the effects on the results of a parse might be difficult to
determine.

To this end a system was developed that is able to analyse sentences with mild syntactic errors,
identify the error and present meaningful feedback to the learner. In order to avoid the anticipation of
(mild) syntactic errors the unification process was modified to allow for a relaxation of features, valuation
of the error type and a subsequent encoding of the error in the f-structure. Additionally a common
linguistic framework was chosen which allows for the encoding of various grammatical phenomena.

At the heart of the system is an Earley-based chart parser and an LFG-type unification grammar.
Elements of both parts (chart-parsing and unification) are used in combination to identify errors and
control the parsing-process. With the help of an error-value the structure describing a sentence with
minimal errors is identified. This means, that also other unification based grammar theories could be
used. Up to now the parsing technique of the ps-rules is rather traditional but it is planned to enhance
this in order to allow for recognition of linearisation-errors as well (e.g. Kato (1994)).

3 Modified Error-Sensitive Parsing

The main idea is to relax constraints in order to continue the unification process in case the values
of an attribute contradict each other. Additionally the number of relaxed constraints is used to mark
the resulting structure with an error-measure. For feedback purposes the error-attributes can then be
interpreted and a message given to the learner.

Unification

The difference between the definition for this type of unification in Schwind (1988) and mine is that in
my system the resulting structure does not contain value sets with the mismatching values but instead a
new attribute (err) is introduced into the resulting structure. This feature in turn has a complex value
containing the non-unifiable feature and value. Also Schwind’s concepts does not include the handling of
complex values and has no mechanism for stating preferences, which I consider important (see below).

The type of unification can also be compared with the so-calleddefault unification. It is similar to
Carpenter’s (1993)credulous default unificationin that it also returns sets of feature structures. But un-
like this definition, my version of unification always returns a tuple perhaps containing the mismatching
value in an extra error-feature. Subsumption is then defined as follows (simplified; see Carpenter (1993)
for details):

Definition 1 A f-structureF subsumes another f-structureF’ if and only ifF’ provides at least as much
information about path valuesor atomic values and their immediate attributes contained in error-
attributesasF.

It must be noted, that complex/complex clashes are not handled by this definition. The defintion of
unification based on subsumption is than straightforward without any modification:

Defintion 2 The unification of two f-structuresF andF’ is taken to be the least upper bound ofF andF’
in the collection of f-structures ordered by subsumption.
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As a result of the expanded definition of subsumption two structures will result from the unification, if
values do not match.

(4)
����������	�

�
��������������������� �

�
� ��� ���  "!$#&% �'���  

�
� ��� ��� �(!)#+*

As opposed to other treatments of inconsistencies in feature-structures this procedure is monotonic,
symmetrical and results in completely consistent feature-structures (cf. Vogel and Cooper (1995)). If
multiple errors occur, these are treated in the same way as adjuncts or coordination are handled in LFG.
Sets are introduced into the f-structure to contain all the elements of an error-unification. The implemen-
tation of the coherence and completeness condition is slightly modified to account for error-features.

In the following example two f-structures (5) and (6) result in the structures (7) and (8) when unified
(Mice likes milk).

(5) ,--------.
pred: ‘like/+021 subj 3 , 0(1 obj 3�4 ’
tense: pres

subj:
�
pers: 3sg#

obj:
�
pred: ‘MILK’#

57666666668
(6) ,.

subj: 9 pers: -3sg

pred: ‘MICE’: 58
(7) ,---------------.

pred: ‘like/+021 subj 3 , 0(1 obj 3�4 ’
tense: pres

subj:

,---. pers: 3sg

pred: ‘MICE’

err:
�
pers: -3sg #

5 6668
obj:

�
pred: ‘MILK’#

5 6666666666666668
(8) ,---------------.

pred: ‘like/+0 1 subj 3 , 0 1 obj 3�4 ’
tense: pres

subj:

,---. pers: -3sg

pred: ‘MICE’

err:
�
pers: 3sg#

5 6668
obj:

�
pred: ‘MILK’#

5 6666666666666668
Since structures (7) and (8) subsume each other, only one resulting structure will be added to the

chart. Notice, that even though an implemented program seems more complicated than the simple stan-
dard unification, unification of two error-less unifiable structures does not take more steps than with the
standard program.
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Some method has to be integrated to allow for a selection from the multiple resulting descriptions of
the sentence. Therefore a scoring mechanism is introduced. Scoring the number of conflicting values
gives the ‘distance’ between the resulting f-structure and an error-less f-structure. The unification is
completely sucessful when the error-value equals 0. Otherwise the f-structure with the lowest error-value
is chosen to continue the dialog. If for example the f-structure in example (7) is the structure with the
lowest error-value spanning the complete sentence, the learner is informed of a number-agreement error.

Using this mechanism in a small grammar without the advanced naming of ‘relaxable’ features seems
feasable because the encoding of the error brings about the possibility for adequate feedback to the
learner. Unrestricted usage of this mechanism in larger grammars would probably lead to large amounts
of structures, which slow down the analysis considerably and do not contribute to the final result. There-
fore some measures are taken to decrease the processing load.

One method is to restrict the types of features which actually may be relaxed. It seems sensible to
restrict the constraint relaxation mechanism to only the linguistically relevant features, i.e. especially
agreement features. Features which for example only enhance the parsing process will result in a failed
unification and thus do not produce an additional item to be parsed. These irrelevant features are of
course more a kind of linguisticallylessrelevant features. Usually they represent a kind of redundancy
to guide the parsing process and make the grammar more stable (c.f. Butt et al. (1999)).

A second method is to limit the maximum number of features which may fail. The unification
then fails if too many constraints have to be relaxed in order to produce a resulting f-structure, and an
additional entry in the chart is prevented. As is shown in Menzel and Schröder (1998), sentences with
too many recognised errors are not interpretable anymore. So this is a plausible strategy if one is able to
find a suitable threshold.

Chart-Parsing

The methods to constrain the production of items during the unificaton process can and should be con-
tinued in the parsing process with ps-rules to increase the efficiency, since the parsing is already in the
standard case at worst exponential.

After the unification one of the resulting items is being tested against the chart with the modified
subsumption test and might be entered. The error-measure is also entered into the chart along with the
chart-item, according to the number of relaxations, i.e. the number of error-features.

To further reduce the number of items in the chart, the error-value can be utilized. The chart is divided
into two parts with ‘active’ and ‘passive’ items. The number of items in the chart with only passive items
can be reduced by adding only items whose error value is smaller than or equal to the error value of items
of the same category already in the chart. This reduces the number of items mainly if an almost correct
sentence is parsed.

A subsumption-check including the use of the error-value could also be done on the chart with active
items. As experiments have shown subsumption on the already found elements of an active chart-item
does indeed reduce the overall number of items. Nevertheless the gain is lost especially with short
sentences due to the costly subsumption-procedure and the comparatively few items that contain partial
findings.
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4 LFG and CALL

There are several reasons, why LFG should be chosen in an CALL-environment. More specifically I
should talk about ‘intelligent’ CALL (ICALL), since almost all commercial language learning programs
do not make use of any method of natural language processing and rely purely on anticipation-based
methods for implementing exercises.

Firstly LFG has proven to be useful not only as a grammar theory but also as a computationally
sensible choice in NLP as shown e.g. in the ParGram-project (Butt et al. (1999)). This of course depends
partly on the general preference for unification based grammars, where implementational issues are better
understood than the implementation of e.g. movement of nodes in a tree as in Government&Binding-
based concepts.

Secondly LFG seems to be useful in large-scale grammar development even though the concept in
the ParGram-project has been modified in some ways from the standard LFG. The introduction of the
m-structure for example is owed to the overall goal ofparallel grammar development.

Finally and most importantly LFG uses concepts and terminology which can easily be transformed
into meaningful concepts for language learners. The grammar by Schwarze (1995) using LFG for a
description of Italian demonstrates this.

One example is the functional approach to grammar theory. Concepts like ‘subject’ or ‘direct object’
are easy to understand for language learners. Thus messages can be created directly from the f-structure.
As shown in the previous example (7) the f-structure can be used to create a message saying that the
subject does not agree with the verb in number (3sg vs. non-3sg).

Another example might be the direct coding of surface-structure with ps-rules. This conforms much
more to the ways used in language teaching than other grammar theories. The use of e.g. deep- and
surface-structure as well as movement is not part of traditional descriptive grammars and therefore diffi-
cult to understand. The grammar and more specifically the ps-rules can be used for informative messages
to the learner. Using a parsing method following Kato (1994) the following example could be explained
in a way a learner would easily understand .

(9) * Dog barks.

(10) NP -; N < ntype =c mass= num = pl>
NP -; Det N ntype =c std

Here the explanation could be extracted with the help of the simplified example rules (10), that the noun-
phrase containing only a noun should be either a mass-noun or plural in number or should include a
determiner. The important point is that the term ‘noun-phrase’ is (maybe still) more common in language
teaching than terms like for example ‘DP’ meaning ‘determiner-phrase’.

All grammatical information encoded in the f-structure and possibly in the ps-rules can be used in
this way to present helpful instead of simple ‘wrong!’-messages to the learner.

The grammar so far includes the following grammatical constructions:? Declarative sentences, imperative sentences? Main verb-complements (direct object, indirect object, prepositional object, infintival complement,
sentential complement)? Topicalized constructions (subject-verb-inversion)? Complex verbal groups (auxiliar-, modal-, ’Verbklammer’-construction, separable prefix)
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? NPs with relativ sentences? Simple adjectival phrases? Attributives and attributive prepositional phrases

With these types of constructions the grammar covers almost all constructions learners entered in prelim-
inary experiments. Mainly conjuctive and some subjunctive constructions the system could not handle
during these experiments. Therefore it seems that the grammar does not need to be averylarge grammar
in a language learning scenario, since some construction will probably never be used by a learner.

5 Discussion and Conclusion

The parsing module in this CALL-system analyzes syntactically mildly deviating natural language input
and is able to produce an error-feedback, which can guide the learner to a meaningful correction. The
system therefore is suited for language learners because of immediate and precise feedback originating
from the f-structures. Additionally the chart can be used to create a partial parse consisting of items
covering large chunks of the input sentence.

In the mentioned preliminary user-study some 200 sentences were collected in two scenarios. The
first was the graphical presentation of a car accident and the task for the learner to report this accident
to the police ‘by telephone’. The second scenario consisted of simple questions presented to the learner
about her/his name, hobbies, subjects taken at university, etc. The results show, that almost 30 % of the
syntactically erroneous sentences lead to precise and meaningful error-messages. The 70 % of sentences
not covered included mainly sentences with errors, which are not encoded in the f-structure (e.g. lin-
earization) or are simply not included in the grammar at all (e.g. subjunctive sentences). About 5 % of
the correct sentences were not covered by the grammar at that stage of development.

Some difficulties remain. Since the error-recognition takes place at the highest point in the derivation
tree, one can not be sure to have found the minimal error.

(11) *
�
Der
sg-nom/pl-gen
The

Männer
�"@�A

pl
men

�
lachen

�"BCA
pl
laugh

.

In the above example the analysis would give a mismatch in Case between the NP (genitive plural) and
VP (subcategorising for nominative plural). But in factMännercan also be nominative. It is therefore
more plausible that the form for the nominative plural determiner was not known than that a genitive
plural NP was constructed. For cases like this an error explanation should be based on an analysis of the
tree as far down as possible, i.e. on the pre-terminal level.

Some features of the underlying grammar theory, which have proven useful to decribe linguistic
phenomena have not been integrated yet. These include the concept of ‘functional uncertainty’ and also
disjunctions, but the system does contain negation and conditional equations. While disjunctions can
theoretically be replaced by listing the disjuncts, functional uncertainty is an inherent concept in the
grammar theory.

Finally some work still has to be done to improve the efficiency of the parsing mechanism. The
performance depends very much on the number of functions a lexeme can have and not so much on
the number of ps-rules in the grammar. The higher the number of functions the more items are added
especially to the chart containing active items. With all sensible features allowed to be relaxed the
parsing-time needed was about 200 % longer than without using the error-recognition mechanism.
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In this paper, I proposed a method for analysing free formed input in an CALL-environment that
allows to provide feedback to the learner about errors made. The system is based on a well-founded
grammar formalism and parsing technique. It provides feedback to the learner about a variety of errors
without anticipating them in any way, including? agreement? auxiliary selection? Case frames

The description of the error can be taken directly from the structure produced by the parser during the
unification-process. By limiting the types of errors and scoring the error occurences a significant gain
towards an efficient parsing process is achieved. The grammar theory LFG seems especially suited in
an ICALL-system, because on the one hand it is computationally feasible and on the other hand uses
concepts and terminology which correspond to the ones used in descriptive grammars.
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Abstract

We present a method for automatically annotating treebank resources with func-
tional structures. The method defines systematic patterns of correspondence between
partial PS configurations and functional structures. These are applied to PS rules ex-
tracted from treebanks. The set of techniques which we have developed constitute a
methodology for corpus-guided grammar development. Despite the widespread belief
that treebank representations are not very useful in grammar development, we show
that systematic patterns of c-structure to f-structure correspondence can be simply and
successfully stated over such rules. The method is partial in that it requires manual
correction of the annotated grammar rules.

1 Introduction

The present paper discusses a method for the automatic annotation of treebanks with func-
tional structures. A companion paper (Frank 2000) presents an alternative method for the
automatic annotation of corpus resources. These closely related, but interestingly different
methods have developed through much collaborative interchange. We present them in two
separate contributions to allow for more in-depth discussion and comparison. We first de-
scribe our method and then exemplify its application to a grammar of 330 rules derived from
a fragment of the AP treebank. We give some results concerning precision and recall for this
grammar.

Treebanks which encode higher-level functional structure information in addition to phrase
structure information, are required as training resources for probabilistic unification gram-
mars and data-driven parsing approaches, e.g. (Bod and Kaplan 1998). Manual construction
of such treebanks is very labour and cost intensive. As an alternative, one could envisage the
construction of new, or the scaling-up of existing, unification grammars which could then be
used to analyze corpora. However, these approaches are equally labour and cost intensive.
What is more, even if a large-coverage unification grammar is available, typically, for each
sentence it would come up with hundreds or thousands of candidate analyses from which
a highly trained expert has to select. Although proposals have been made for filtering and
ranking parsing ambiguities (e.g. (Frank et al. 1998)), to date none is guaranteed to uniquely
determine the best analysis. In order not to compromise the quality of the corpus under con-
struction, a linguistic expert is required to find the best among a large number of candidate
analyses.

As a partial response to this data problem, van Genabith et al. (1999a,b,c) introduce a method
for bootstrapping the construction of grammars from treebank resources. Their basic idea
is the following: take an existing treebank, read off the CF-PSG following (Charniak 1996),
manually annotate it with f-structure annotations, provide macros for the lexical entries and
then “reparse” the treebanked trees simply following the original c-structure annotations.
During this reparsing process, the f-structure annotations are resolved, and an f-structure is
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produced.� The process is deterministic if the annotations are, and to a large extent costly
manual inspection of candidate analyses is avoided. The method successfully allows the
creation of grammar resources but still involves one labour intensive manual component,
namely annotation of the grammar rules with functional information. Much recent work in
LFG, however, has shown that the c-structure f-structure correspondence for a configura-
tional, generally endocentric language such as English, is largely predictable from a small
set of mapping principles (King 1995, Kroeger 1995, Bresnan 2000). In the approach of
Bresnan (2000) and colleagues, the mapping principles assume a highly articulated set of���

-schemata involving both functional and lexical projections in a configurational language
such as English. A similar, but largely implicit, assumption about the predictability of the c-
to f-structure mapping is also present in the earlier work in LFG (Kaplan and Bresnan 1982)
where it turns up essentially as constraints on pairings of categories and grammatical func-
tions (e.g. COMP is only appropriate for S, only NPs/DPs are OBJs and so forth). In gen-
eral, the correspondence between c-structure and f-structure follows from linguistically de-
termined principles which are partly universal, and partly language specific (Bresnan 2000),
(Dalrymple 1999).

In the light of this, an obvious strategy to pursue is to implement a set of principles to
automatically provide f-structure annotations of CFG rules derived from treebank represen-
tations, eliminating the manual step in the previous method. As a side effect, this can be
expected to cast light on the soundness, accuracy and appropriacy of the linguists’ generali-
sations: that is, the automatic procedure as applied to a large ruleset derived from a treebank,
can serve as a potentially interesting testbed for the linguistic principles.

This paper substantially extends the research in van Genabith et al. (1999a,b,c) by showing
how f-structure annotations of grammar rules extracted from treebanks may (to a large ex-
tent) be automated. The basic idea is very simple. We read off a CFG treebank grammar,
using the first 100 trees of the AP treebank (Leech and Garside 1991). Systematic corre-
spondences between elements in the c-structure domain and elements in the f-structure do-
main are then defined in general annotation templates. A corrected/completed version of
this grammar is then used to induce f-structure assignments for PS trees from the treebank
following the reparsing method of van Genabith et al. (1999a,b,c). The method is partial
in that it requires manual inspection and correction of the output produced by the automatic
annotation process. The method results in a set of annotated rules for real text.

The challenge for our for our approach is provided by the overtly flat analyses provided
by the treebank input data, which in general do not conform to strongly hierarchical and
recursive X’ design principles. This has the effect that often what should be a single separate
constituent is not assigned a correspondingsubtree but merely asubstring in the RHS of
a flat treebank grammar rule. Our feature structure annotation principles underspecify rule
RHSs and aim to pick out suitable substrings in flat rule RHSs.

Annotation principles express linguistic generalisations. The number of principles is sub-
stantially lower than the number of annotated CF-PSG grammar rules. The potential benefits
of automation using annotation principles are considerable: substantial reduction in devel-
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opment� effort, hence savings in time and cost for treebank annotation and grammar devel-
opment; the ability to tackle larger fragments in a shorter time, a considerable amount of
flexibility for switching between different treebank annotation schemes, and a natural ap-
proach to robustness. The method we present may be viewed as a corpus-guided grammar
development methodology.

The paper is structured as follows. In Section 2 we introduce the formalism for writing anno-
tation templates. In Section 3 we discuss in some detail the NP fragment of our grammar and
present a number of the templates involved. Section 4 presents the design of the automatic
annotation experiment and evaluates the results obtained. Finally we conclude and outline
further work.

2 Automatic f-structure annotation of CF Rules

Treebank grammars (CFGs extracted from treebanks) are very large and grow with the size of
the treebank (Charniak 1996), (Krotov et al. 1998). They feature flat rules, many of which
share and/or repeat significant portions of their RHSs. This causes several problems for
manual annotation approaches such as the one described in van Genabith et al. (1999a,b,c).
Annotation is labour intensive and repetitive, because of the sheer size and similarity of the
rules, and annotation of rules on a one by one basis means that generalisations known to the
annotator are simply not expressed. Of course, if the cardinality of the ruleset continues to
grow with the size of the treebank, so too will the manual annotation task.

In LFG the correspondence between functional and constituent structure is partly defined
in terms of annotations associated with c-structure nodes. Annotation follows universal
and language specific principles. We can define principles as involvingpartial phrase
structure configurations and apply them to all CFG rules that meet the relevantpartial
configuration. To give a simple example: a head principle assigns� = � to the X daughter in
all XP � �	�
� X �	�
� configurations, irrespective of the surrounding categorial context. Such
annotation principles capture generalisations, which can be used toautomatically annotate
PS configurations with functional structures in a highly general and economical way.

2.1 Feature Description Templates

In our approach to automatic annotation of c-structure rules, the linguist states generali-
sations over local sub-trees in the form of possibly partial and underspecified annotation
principles, which take the following form:

Rhs > Lhs @ Anno
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Rhs
�

> Lhs is a possibly partial and underspecified CF-PSG grammar rule description us-
ing regular expressions,Anno is a set of feature structure annotations. To give a simple
example, the following three annotation principles forvp rules state that the leftmostv0 is
the head ofvp , that annp following a v0 is a direct object and that a sequence of twov0 s
(as in the flat treebank analyses of auxiliary/modal constructions) induces open complement
xcomp feature structures where the subject of the complement is controlled by the subject
of the superordinate feature structure.

vp:VP > v0:V *
@ [VP === V]

vp > * v0:V0 np:NP *
@ [V0:obj === NP]

vp > * v0:V0 v0:V1 *
@ [V0:xcomp === V1, V0:subj === V0:xcomp:subj]

Given a flat (treebank) CF-PSG rule (for strings likedid order a recount) of the form

vp:VP > v0:V0 v0:V1 np:NP

these annotation principles conspire to induce the following feature structure annotation, as
required:

vp:VP > v0:V0 v0:V1 np:NP
@ [VP === V0, V1:obj === NP,

V0:xcomp === V1, V0:subj === V0:xcomp:subj]

Our CF-PSG rule description language consists of regular expressions including Kleene star
* , positive Kleene+, optionality ?, disjunction| and a limited form of complement̃.
Terminal symbols are eithercategory:feature structure pairs (as innp:NP ) or,
for convenience, simple categories if the feature structure associated with the category is not
mentioned in the feature structure annotations. The* and+ operators can be used with or
without arguments. Without arguments* denotes any string (including the empty string)
while + denotes any string of lenght greater one.

BothLhs andRhs in annotation principles are regular expressions. The interpretation of an
annotation principle such as

vp > * v0:V0 v0:V1 *
@ [V0:xcomp === V1, V0:subj === V0:xcomp:subj]

is: if you find a sequence of two adajecentv0 s in the RHS of avp rule then annotate that
rule with the feature structure annotations stated in the@ Annopart of the annotation princi-
ple. A single CF-PSG rule may receive annotations from more than one (partial) annotation
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principle.� What is more, a single annotation principle may match a single CF-PSG rule more
than once. Consider the following flatvp rule:

vp:VP > v0:V0 v0:V1 v0:V2 np:NP

for a string such asmay have ordered a recount. The rule RHS features two adajecentv0
sequences and thev0 sequence annotation template is going to match twice. The feature
structures induced by all such matches are collected and the rule is annotated accordingly:

vp:VP > v0:V0 v0:V1 v0:V2 np:NP
@ [VP === V0, V1:obj === NP,

V0:xcomp === V1, V0:subj === V0:xcomp:subj,
V1:xcomp === V2, V1:subj === V1:xcomp:subj]

As a final example, consider a flat (treebank) CF-PSG rule for a string such asmay have
ordered the county to recount the ballot.

vp:VP > v0:V0 v0:V1 v0:V2 np:NP infp:I

The final infinitival phraseto recount the ballot is an open complement argument to the
rightmostv0 . In our rule description language this can be expressed as follows:

vp > * v0:V0 *(˜v0) infp:I *
@ [V0:xcomp === I]

This annotation principle matchesvp rules containing aninfp constituent. This constituent
provides anxcomp to av0 such that no otherv0 (though possibly other constituents) may
intervene between it and theinfp :

vp:VP > v0:V0 v0:V1 v0:V2 np:NP infp:I
@ [VP === V0, V1:obj === NP,

V0:xcomp === V1, V0:subj === V0:xcomp:subj,
V1:xcomp === V2, V1:subj === V1:xcomp:subj,
V2:xcomp === I]

Notice that the principle does not specify a subject function for the open complement. This
is provided lexically by a feature structure macro for object control verbs such asorder.

Our annotation principles factor out and express generalisations over the flat treebank CF-
PSG rules. The generalisations are expressed in terms of partial and underspecified rule
descriptions. The annotation principle compiler applies principles to the CF-PSG rules ex-
tracted from the treebank. Statement and processing of the annotation principles is order
independent. The compilation of principles over grammar rules is efficient. Our current
implementation annotates about 50 CF-PSG rules per second.
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3 The NP Grammar and Templates

In the previous section, we introduced the formalism for writing annotation templates. To
give a flavour of what is involved, in this section we will present several aspects of the NP
grammar. We show that this approach permits the linguist to state simple generalisations
and translate them straightforwardly into templates. In our work to date we have developed
templates for the entire grammar of 330 rules derived from the treebank. However, we have
chosen to concentrate on one section of the grammar for expository purposes.

The NP fragment constitutes the largest and most complex set of phrase structure rules in-
duced for a single non-terminal category from our set of sentences. Because of its size and
complexity, and because the issues which it raises give a good feel for what is involved in
our approach to automatic annotation, we limit discussion to this fragment. The grammar
fragment contains 142 rules, for which we have written 29 templates. 23 categories are at-
tested within NP, a very high proportion of the overall number of categories in the grammar,
which is 41 (29 lexical and 12 non-terminal categories)1.

(1) Categories found within NP

det ndet adj adjp dadj
n0 np num title posspron
pron pnct conj relcl pp
p ntadv adv v0 vp
fn tgp infp

3.1 Compaction and Supercategories

In earlier work (van Genabith et al. 1999c) we found that the rich set of tags used in the AP
treebank provided much useful f-structure information which could be simply re-expressed
in a set of lexical macros. The distinctions introduced by the AP tagset, in common with
other tagsets, are extremely fine-grained because all sorts of subcategorial distinctions are
expressed by means of the monadic category labels. In very many cases, these subcate-
gorial distinctions are ones which would be expressed by means of grammatical features at
f-structure in LFG (distinctions such as number, verbform, and so on). Since this information
is recaptured by means of these lexical macros, they hypothesized that it would be helpful
to abstract away from the specificities of the particular set of tags used in their database of
sentences in favour of a smaller set of “supertags” in order to develop a stand-alone resource.
This can be viewed as plugging holes in the grammar, for it permits a more general gram-
mar to be derived from that which would otherwise be read off from the treebank entries.
Therefore van Genabith et al. (1999b) introduce a structure-preserving grammar compaction
method which first uses lexical macros to associate f-structure constraints with the words in

1The category set that we are dealing with is derived from the original AP tagset by a process of compaction,
which we describe in the following section.
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the
�

tree and then, having specified a mapping between tags and “supertags” (generalisations
over tags), uses the latter to reparse the treebank entries and compile a “generalised” CFG
from the tree using the method of (Charniak 1996).

The work described here investigates the automatic association of f-structure constraints with
the rules of the CFG by means of annotation templates. We have found that the categorial
compaction described in (van Genabith et al. 1999b) has provided an excellent basis for au-
tomatic f-annotation: many of the distinctions preserved in the reduced (generalised) tagset
are precisely those which we require to guide automatic annotation. For example, in the
nominal domain, the large number of distinctions made between nominal elements on the
basis of morphosyntactic class membership are eliminated, but the distinction of nouns with
adverbial function is maintained. We make use of such information to directly guide the
f-structure annotation process. Likewise, the AP tagset makes a series of distinctions within
the verbal/sentential system which, suitably generalised over, are useful in the same way. As
an example, we assign supertags over sets of AP tags as indicated below:

(2)

Supertag AP Tag Description
FA Fa Adverbial clause

Fa& First conjunct of an adverbial clause
Fa+ Second conjunct of an adverbial clause

FN Fn Noun clause
Fn& First conjunct of a noun clause
Fn+ Second conjunct of a noun clause

RELCL Fr Relative clause
Fr& First conjunct of a relative clause
Fr+ Second conjunct of a relative clause

INFP Ti to + infinitive clause
Ti& First conjunct of a to + infinitive clause
Ti+ Second conjunct of a to + infinitive clause

The following, exceptionless generalisations can be stated about these derived categories.

(3) An FN within NP is a COMP in the NP’s f-structure

np:NP > * fn:FN *
@ [NP:comp === FN]

(4) An infinitival VP within NP is an XCOMP in the NP’s f-structure

np:NP > * infp:I *
@ [NP:xcomp === I]

(5) A RELCL within NP is a RELMOD in the NP’s f-structure
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np:NP > * relcl:R *
@ [NP:relmod === R]

Of course, not all constituents which map to the f-structure function RELMODare repre-
sented asrelcl in the treebank entries. The sample of 100 sentences contains a number of
cases of reduced relative clauses, which are associated with the (super-)categoryvp in our
collapsed tagset. Given the distinctions made in the verbal supertag set, the following gener-
alisation may be made about the occurrence of the (super-)tagvp within the noun phrase:

(6) np:NP > * vp:R *
@ [NP:relmod === R]

Notice that the tworelcl annotation principles can be collapsed into a single principle as
follows:

(7) np:NP > * (relcl:R|vp:R) *
@ [NP:relmod === R]

Since the AP tagset encodes adverbial function, the supertagntadvp (for nominal temporal
adverbial) can be straightforwardly related to a specific function:

(8) An NTADVP maps to an NPADJUNCT in the mother’s f-structure

np:NP > * ntadvp:NT *
@ [NP:np_adjunct:el === NT]

The original AP tagset contains more than 20 pronominal tags, which we collapse to two
supertags:posspron for possessive pronouns, andpron for all other pronouns. Again, the
c-structure to f-structure mapping templates are simple to write for these categories2:

(9) np:NP > * posspron:P *
@ [NP:poss === P]

(10) np:NP > * pron:P *
@ [NP === P]

To take a more complicated example, the AP tagset distinguishes the following subtypes of
Adjectives:ja jb jj da da2 dar dat. All the “j” tags are adjectives, either predicative, cen-
tral and attributive. The “d” adjectives are “after determiners” such as “former, such, few,
several...”. The “j” adjectives are attributive modifiers within NP, and under our treatment,

2Of course, given the flatness of the trees, aposspron might denote a POSS function, but not necessarily
the POSS of the f-structure of its mother node (it might be more deeply embedded in the f-structure). However,
in our fragment this is not attested and we can make do with the simple generalisation in (9).
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correspond
 to NP ADJUNCT and HEADMOD grammatical functions,3 while the “d” ad-
jectives map to SPEC or may serve as the head of NP in the absence of a nominal element.
In our collapsed tagset, all the “d” adjectives are treated asdadj and all the “j” adjectives
asadj: this distinction, which is a simple generalisation of the categorial distinctions made
in the treebank tags, corresponds to a difference in grammatical functional possibilities for
these subtypes of adjectives. Fordadj, the generalisation that we wish to state is that it maps
to SPEC if there is a nominal f-head, otherwise to f-head.

(11) np:NP > * dadj:DA * (n0|np|num) *
@ [NP:spec === DA]

(12) np:NP > * dadj:DA *(˜(n0|np|num))
@ [NP === DA]

This pair of templates is essentially equivalent to annotating adadj node with a disjunction
( ��� ( � ADJ))� ( � = � ). We recognise the ability of these adjectives to stand on their own as
the head of NP by permitting the categorydadj to serve as the head (when no other potential
head is present) rather than by reassigning them to a nominal or determiner category.

The other subclass of adjectives serve as nominal modifiers within NP. The LFG treat-
ment of attributive adjectives is as members of the set-valued feature ADJUNCT (here
NP ADJUNCT). This is appropriate for iterative uses of adjectives which separately restrict
the interpretation of the head noun. However, our corpus contains a significant number of
cases in which an adjective may appear on the left periphery (and part) of what is essentially
a complex (internally-modified) nominal head, as injump shot, national guard troops, wide
area telephone service. For the latter cases we have used the additional grammatical function
HEADMOD: the prototypical use of this function is in cases of noun-noun compounding,
which abound in our small corpus extract. We shall have more to say about the HEADMOD
function when we discuss NN compounds below.

Treating adjectives as potentially mapping to HEADMOD as well as to NPADJUNCT leads
to the following template information foradj: adjectives next to nominal heads are either
NP ADJUNCTs or HEADMODs, other adjectives are NPADJUNCTs.

(13) np:NP > * adj:A (n0:N|np:N|num:N) *
@ [ ( NP:np_adjunct:el === A ;

N:headmod === A ) ]

(14) np:NP > * adj:A ˜(n0|np|num) *
@ [NP:np_adjunct:el === A]

Since only single, uncomplemented and unmodified adjectives can be used as part of these
sorts of structures, the template for AP is simple to state: it maps to the nominal adjunct
function.

3We discuss this distinction at greater length below.
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(15) np:NP > * adjp:A *
@ [NP:np_adjunct:el === A]

3.2 PP Dependents

Distinguishing OBL from ADJUNCTs is a notoriously difficult problem, especially within
NPs, where the PP dependents are largely optional. One possible tack would be to treat all
PP dependents of nominals as ADJUNCTs (this approach is adopted in (Butt et al. 1999)),
that is, to treat all optional arguments of nominal heads as syntactic modifiers (some of which
will be semantic arguments) rather than syntactic arguments. On this view, our annotation
templates would simply need to state the generalisation that the categorypp maps to the
ADJUNCT function. However, inspection of our set of sentences suggests that while the
second of two PPs is always an ADJUNCT, a PP adjacent to the nominal head may be either
an OBL or an ADJUNCT. Although it is claimed that OBLIQUE and ADJUNCT PPs can
reorder rather freely, the strings in the template reflect the ordering which would be imposed
by the

� �
-schemata. The following templates, therefore, introduce a measure of disjunction

into the annotation process:

(16) np:NP > * pp pp:P *
@ [NP:np_adjunct:el === P]

(17) np:NP > * (no|np|num) pp:P *
@ [ ( NP:np_adjunct:el === P ;

NP:obl === P ) ]

3.3 Head Modifier Structures

The treebank representations of NPs are very flat and often quite complex - the following are
representative.

(18) np:A > [det:B,adj:C,adj:D,n0:E,n0:F,adjp:G]
np:A > [det:B,adj:C,n0:D,n0:E,relcl:F]
np:A > [det:B,adj:C,n0:D,n0:E]
np:A > [det:B,adj:C,n0:D,ntadvp:E,relcl:F]
np:A > [det:B,adj:C,n0:D,pnct:E,vp:F]
np:A > [det:B,adj:C,n0:D,pp:E]
np:A > [det:B,dadj:C,n0:D,n0:E,n0:F,relcl:G]
np:A > [n0:B,n0:C,n0:D,n0:E,vp:F]
np:A > [n0:B,n0:C,n0:D,n0:E]
np:A > [n0:B,n0:C,n0:D,np:E]
np:A > [n0:B,n0:C,n0:D,ntadv:E,pp:F)]

236



LFG00— AutomaticAnnotation

np:A > [n0:B,n0:C,n0:D]
np:A > [n0:B,n0:C,np:D,pnct:E,np:F]
np:A > [n0:B,n0:C,np:D]
np:A > [n0:B,n0:C,pnct:D,np:E]
np:A > [n0:B,n0:C,pnct:D,relcl:E]

Given the remarkable paucity of internal structure here, a major issue is determining what
category is the head of NP; that is, what category is to be annotated (� = � A striking feature
of many of the NP rules is that they contain strings of nominal categories. In such cases,
these flat strings of nominal categories behave in an essentially right-headed fashion. The
elementsn0, num andnp typically serve as the head and the rightmost such element present
(provided it is not preceded bypnct, which marks an appositional structure), is the head of
the NP. This generalisation can be stated as follows:

(19) np:NP > *(˜conj) ˜(conj|pnct) (n0:N|np:N|num:N)
*(˜(n0|np|num))

@ [NP === N]

As can be seen, this template must take into account the complicating factor of coordination,
and in particular, the flat representation of coordination, which we discuss in the following
section. The fragment of grammar in (18) and the template (19) illustrate nicely a feature
of treebank representations, namely their extremely flat representations. The template above
must search for the rightmost category appropriate to serve as head, from a sequence of
categories.

The overly flat treebank representations are very problematic when it comes to determining
the correct head-modifier relationships within the noun phrase. One possibility is to treat all
pre-head nominal (and adjectival) elements as direct modifiers of the final nominal head. It
would be trivial to then define the appropriate annotation template mapping all such prehead
nominal modifiers into a set-valued ADJUNCT f-structure. This would entail, for example,
treatinglaw enforcement officer as a headofficer modified by a set of adjuncts� law, enforce-
ment � . This is essentially the approach adopted in the LFG grammars of the PARGRAM
project described in (Butt et al. 1999). The difficulty with this is that a flat representation as
ADJUNCTS at f-structure would fail to encode the semantic modification relations which
hold within these pre-head modifiers (although, of course, it is possible to keep trace of at
least linear position in the string of modifiers by judicious indexing of the elements in the
ADJUNCTS set).

These structures are extremely common in our fragment: for example, there are 52 rules
containing a total of 72 simplen0 n0 sequences in which nominal elements modify nom-
inal structures to their right. We treat these as head-modifer structures, introducing a new
(single-valued) grammatical function HEADMOD. Strings such asguard helicopters, smoke
inhalation, hospital spokesman, law enforcement officers, and many others in our sample,
may be viewed as syntactic structures (each word is associated with a separate terminal cate-
gory in the treebank representations) which are built according to “morphological” principles
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(number� is marked on the final element, the structures are head final), in which each element
modifies the f-structure of the element to its right.

This approach is also problematic, however. A nominal is taken to modify the f-structure
projected from its nominal sister, as shown schematically in (20), where (� ) denotes the
f-structure of the immediately adjacent right sister, with the corresponding schematic f-
structures in (21).

(20) NP� � � � � � � � � � �� ������������� HEADMOD = �
N1

� HEADMOD = �
N2

� = �
N3

(21) ������� PRED ‘N3’

HEADMOD ��� PRED ‘N2’

HEADMOD � PRED ‘N1’�
����
��������

It is clear, however, that such “left-branching” structures are not always correct for the strings
in our corpus, and that in some cases a “right-branching” f-structure, with a complex head
(as shown in (22) would be more correct4. These sorts of structures, with what amounts to
complex PREDs, are not permissible in LFG.

(22) ��������
HEAD ��� PRED ‘N3’

HEADMOD � PRED ‘N2’�
����

HEADMOD � PRED ‘N1’�
���������

For the moment, however, the template simply picks out sequences ofn0 categories and
adds the f-structure constraint that the first is the HEADMOD of the second. Note that the
template cannot, of course, equate the f-structure of the mother with the rightmost category in
the pair, since the f-structure of this category may itself be a HEADMOD within a containing
f-structure: picking out the head of NP is performed by the head template given in (19) above.

(23) np > * n0:N1 n0:N0 *
@ [N0:headmod === N1]

4Nevertheless, it must be stated that such NPs in our grammar are all treated as ‘left-branching’ structures.
As we point out, this means that in some cases we provide the wrong treatment for such phenomena. The results
given later in the paper were performed on this ‘faulty’ set of NPs. We are confident that reinterpreting these
N-N compounds correctly will not prevent us from achieving equally good figures for precision and recall, but
we have yet to rewrite the grammars and templates as desired, so that this must remain as speculation at this
stage.
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What
 

else, apart fromn0, maps to the headmod function? Members of the categorynum,
like adj may be either ADJUNCTs or HEADMOD: the template is shown in (24). We extend
the same treatment to titles, as in (25).

(24) np > * num:N n0:N0 *
@ [ (N0:headmod === N ; N0:np_adjunct:1 === N) ]

(25) np > * title:T n0:N0 *
@ [N0:headmod === T]

3.4 Coordination and Flat Trees

The approach to constituent coordination in LFG treats the conjuncts as a set at f-structure,
with the conjunction contributing a value directly to the semantic structure. Our formalism
does not currently support set values, and we model constituent coordination by treating the
conjunction as a predicate taking a CONJ argument which itself takes any number of indexed
arguments. The treatment of the conjuncts themselves then closely resembles our treatment
of the set valued feature ADJUNCT, as (26) illustrates.

(26) np:A > [np:B,pnct:C,np:D,pnct:E,conj:F,np:G]

������������
PRED and

CONJ ��������
1 � PRED ....�
2 � PRED ....�
3 � PRED ....�

���������

� �����������
Ideally, then, the template must pick out theconj as the f-head and treat other categories,
except forpnct as CONJ functions. However, consideration of the set of np rules involv-
ing coordination makes clear that things are unfortunately considerably more complicated.
Because the treebank representations are extremely flat, the scope of coordination is not in-
dicated by the presence of a distinct sub-tree: this means that it is not possible to assign all
daughters (exceptconj andpnct to CONJ functions.

(27) np:A > [n0:B,conj:C,n0:D)]
np:A > [np:B,conj:C,np:D)]
np:A > [np:B,pnct:C,conj:D,np:E)]
np:A > [np:B,pnct:C,np:D,conj:E,np:F)]
np:A > [np:B,pnct:C,np:D,pnct:E,conj:F,np:G)]
np:A > [adj:B,conj:C,adj:D,n0:E,n0:F)]
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np:A > [adj:B,conj:C,adj:D,n0:E,pp:F)]
np:A > [adv:B,num:C,adj:D,n0:E,n0:F,conj:G,n0:H)]
np:A > [det:B,adj:C,n0:D,conj:E,n0:F,n0:G)]
np:A > [det:B,adj:C,n0:D,conj:F,n0:G,pp:E)]
np:A > [det:B,adv:C,conj:D,adv:E,adj:F,n0:G,pnct:H,

relcl:I)]
np:A > [det:B,n0:C,n0:D,pnct:E,n0:F,conj:G,n0:H)]
np:A > [posspron:B,n0:C,pp:D,conj:E,adv:F)]

The n0 conjunction principle assignsn0s preceding aconj n0 sequence as individual
conjuncts. It matches as many times as there aren0s preceding theconj n0 sequence,
the resulting annotations are collected and the rule is annotated accordingly. Notice that this
can result in multiple but identicalC:conj:el === N0, NP === C annotations which
does not cause any harm. However, because of the flat treebank rules then0 conjunction
principle is no more than an approximation. It can introduce errors in case two adjacentn0s
should be analysed asheadmod structures rather than as coordinate elements in a coordinate
structure.

(28) np:NP > * n0:Nx * conj:C n0:N0 *
@ [C:conj:el === Nx, C:conj:el === N0,

NP === C]

Further complications are the coordination of adjectives directly under np and even of ad-
verbs modifying adjectives under np. General statements can be written for these under
which in each case the coordinate structure is identified and assigned the correct sort of
ADJUNCT function in the mother f-structure.

(29) np:NP > * adj:Ax * conj:C adj:A *
@ [C:conj:el === Ax, C:conj:el === A,

NP:np_adjunct:el === C]

4 Experiments

In this section, we report on experiments in automatically compiling the templates over the
grammar rules and compare the results to our hand-coded grammar.

4.1 Experiment Design and Data

Our experiment involves the first 100 trees of the AP treebank (Leech and Garside 1991). We
preprocess the treebank using the structure preserving grammar compaction method reported
in (van Genabith et al. 1999b) and extract a treebank grammar following (Charniak 1996).
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The
!

large number of highly discriminating terminal and non-terminal categories results in a
large number of often very specific rules: the grammar compaction method provides a more
general grammar that still preserves all important categorial information to drive automatic
annotation. Compaction works by generalising tags, i.e. collapsing tags (and categories) into
supertags. This reduces the number of rules from 509 to 330. The sentences in the fragment
range from 4 to 50 terminal tokens (including punctuation symbols). We develop a set of
feature structure annotation templates. Our template interpreter compiles the templates over
the rules in the treebank grammar.

In order to evaluate the results of automatic annotation we manually constructed a reference
grammar following (van Genabith et al., 1999a,b,c). The grammar features 1128 annotations,
on average about 3.4 annotations per rule.5

4.2 Automatic Annotation and Evaluation

We constructed 129 templates, this against 330 CFG rules resulting in a template/rule ratio of
0.39. We expect the ratio to skew in favour of templates as we proceed to larger fragments.
Automatic annotation generates 1108 annotations, on average about 3.36 annotations per
rule. We evaluate the automatic annotation procedure in terms ofprecision andrecall.

(30)

precision "$# generated annotations also in reference# generated annotations

recall " # reference annotations also generated# reference annotations

Experiment
precision 93.38%
recall 91.58%

These numbers, although good, are conservative:precision andrecall are computed auto-
matically and currently our annotation matcher is not complete.6

The results are encouraging and indicate that while automatic annotation is (slightly) more
often partial than incorrect, a small number of annotation templates can be written for a

5Templates, grammars and f-structures are available at
http://www.compapp.dcu.ie/˜away/Treebank/treebank.html .

6E.g.: P1 = P2 % & P2 = P1 andA=B, A:P1 = P2 % & B:P1 = P2 wherePi are paths andA,B
variables; currently our precision and recall programme missesP1:P2 = P3, P1 = A % & A:P2 = P3
type inferences.
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grammar' fragment which appears to be quite complex. The generalisations made are simple
and robust, and can be expected to considerably ease the annotation burden on the grammar
writer.

Having been confronted with ‘real’ text, we have been forced to distinguish a number of
grammatical functions for which there is good c-structure evidence and/or motivation in real
text, but which are not discussed in the theoretical literature. In particular, we have postulated
a pre-modificational HEADMOD grammatical function within NPs. The biggest challenge
presented by the very flat treebank representations concerns the coordination data, and in
particular the interaction of coordination with other phenomena.

5 Conclusions and Further Work

We have presented and extensively exemplified a method for the automatic f-structure an-
notation of treebank grammars. At this stage our intent has been to present the methods
and to explore some of their potential. The approach applies to a CFG, such as that de-
rived from a treebank, and yields an annotated grammar, which can either be used to reparse
treebank trees to induce feature structure annotations for treebank trees or serve as a basis
for developing a stand-alone LFG resource. It uses a compaction technique for generalis-
ing overspecific categorisation. The structure of treebank entries remains unchanged. We
implemented an order-independent annotation template interpreter. Order independence can
ease development and maintainance of annotation principles, but requires more complex rule
constraints.

Automatic annotation holds considerable potential in curtailing development costs and opens
up the possibility of tackling large fragments. To date, our experiments are admittedly small-
scale. Still, we have presented an important grammar development and treebank annotation
methodology which is data-driven, semi-automatic and reuses existing resources. We found
the LFG framework very conducive to our experiments. We do believe, however, that the
methods can be generalised, and we intend to apply them in an HPSG scenario. Note further
that our methods encourage work in the best linguistic tradition as (i) they are concerned with
real language and (ii) they enforce generalisations in the form of annotation principles. The
experiments show how theoretical work and ideas on principles can translate into grammar
development for real texts. In this sense the methods bridge the often perceived gap between
theoretically motivated views of grammar as a set of principles versus grammars for ‘real’
text.
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Introduction

Christensen (1986) noted that negative quantifiers in the Scandinavian languages have an unusual distribu-
tion that suggests some interesting syntactic properties. More recently, Kayne (1998) and Platzack (1998)
have taken the Scandinavian data to present evidence for a positive licensing condition on negative quanti-
fiers, to the effect that they must be in the Specifier of a NegP. Illustrating with data from Swedish, I will
discuss the structural positions of negation and of negative quantifiers, and show that the right generalization
for their positions is in fact a negative one: in a clause articulated into CP-IP-VP structure, these negative
elements cannot appear within VP. I will also discuss how this characterization can be neatly modelled in
a base-generated theory like LFG, and adopt a realizational approach to the analysis of negation. Finally, I
will discuss an extension of the analysis to negative concord languages.�

1. Overview and Background

1.1. Swedish Clause Structure

Main clauses in Swedish are V2 structures rooted in either IP or CP, depending on whether the initial phrase
is a subject or a non-subject, with a finite verb in the second position. SpecIP in Swedish is the subject
position, and SpecCP is an initial topic or focus position. Objects in Swedish (as in all the Scandinavian
languages) can be shifted forward out of VP, in the celebrated phenomenon of Object Shift. Swedish allows
a variety of constituents to appear between I and VP in the clause structure schematized in (1), including
shifted pronominal objects, and various medial adverbials.

(1) Swedish Clausal Structure

CP

XP C0

C IP

NP I0

I Adv/Neg/NegQ VP

I Pro V NP NP PP

V Prt

The basic facts of clausal positioning are summarized in (2).

�For their help in answering my many questions about Swedish, I am grateful to Elisabet Engdahl and Benjamin Lyngfelt. Line
Mikkelsen and Helge Lødrup kindly provided me with examples from Danish and Norwegian when I was first learning about the
phenomena discussed here. I also thank Joan Bresnan and participants at the LFG-00 conference in Berkeley for useful suggestions
about the analysis.
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(2) a. In subject-initial V2 clauses, the subject is in SpecIP and the finite verb in I.

b. In non-subject-initial V2 clauses, the subject is in SpecIP, the finite verb in C, and the topicalized
non-subject is in SpecCP.

c. In non-V2 embedded clauses, I is not instantiated and the finite verb is in V (see (3)c).

Some possibilities are shown in (3), with a showing normal argument positions within VP, and b showing
a shifted pronominal object, which is in the position of ‘Pro’ in (1).

(3) a. Jag har inte [
VP

gett boken till henne].

I have not [
VP

given the.book to her]

b. Jag kysste henne inte
I kissed her not

c. . . . att jag inte [
VP

har gett boken till henne]

. . . that I not [
VP

have given the.book to her]

In embedded clauses, where V2 structures are usually absent, the finite verb necessarily follows medial
adverbials, as seen in (3)c.

It is uncontroversial in Scandinavian that negation appears to the left of the position of a canonical
VP. In (3)a, the finite verb is in I and the non-finite participle form is in V, with negation preceding it.
Additionally, the forward placement of the pronominal object in (3)b is evidence of Object Shift out of VP,
and negation follows the object, showing that negation follows I but precedes V in the structure in (1). The
original proposal about the distribution of negative quantifiers in Christensen (1986) recognizes that they
have an affinity with the position of negation, that is, they are external to VP. There seems to be a similarity
between pronominal objects shifting forward out of their base position within VP, and NegQP objects also
moving from their base position to one outside of VP. These similarities will be seen more clearly in section
2 below. However, there are also some crucial differences in the distribution of shifted pronominal objects
and of NegQPs, and which show that the two phenomena are theoretically quite distinct.

1.2. Negation

Let us first look at the expression of simple clausal negation, by the adverbinte. This is one member of a
large class of medial adverbs in Swedish, which come in a relatively fixed order, as shown in (4); (5) gives
some illustrative examples, withinteunderlined (based on Holmes and Hinchliffe (1994, 513)).

(4) Order of Medial Adverbial Elements

a. Short modal adverbs, e.g.,ju ‘as you know’,nog‘probably’.

b. Short pronominal adverbs, e.g.,alltså ‘therefore’,därför ‘for that reason’.

c. Longer modal adverbs, e.g.,visserligen‘to be sure’,verkligen‘really’, möjligen ‘possibly’.

d. Negations, e.g.,inte ‘not’, aldrig ‘never’.

e. ‘Floated’ quantifiers, e.g.,alla ‘all’.
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(5) a. Igår kunde han [
I0

ju alltså troligen inte[
VP

ha läst bockerna]].

yesterday could he [
I0

as.you.know thus probably not [
VP

have read the.books]

‘Yesterday as you know he could probably have not read the books thus.’

b. Jag [
I0

kysste dem intealla [
VP

på kinden]].

I [
I0

kissed them not all [
VP

on the.cheek]]

As these examples involve V2 clauses, naturally such adverbials have to be at least in third position
within the clause. In fact, once the V2 requirement is removed, these adverbials can precede the subject.
The examples in (6) from Holmberg (1993) (see also Holmberg and Platzack (1995)) show that in a non-V2
embedded clause, a sentential adverb can appear anywhere within the IP domain, but cannot appear within
VP.1

(6) a. att (möjligen) Johan (möjligen) [
VP

köpte (*möjligen) en bok]

that (possibly) Johan (possibly) [
VP

bought (*possibly) a book]

b. att (inte) Johan (inte) [
VP

gillar (*inte) prinsesst˚arta]

that (not) Johan (not) [
VP

likes (*not) princess cake]

Finally, in a V2 clause, any adverb, including negation, can be placed in the initial position, which is
SpecCP.

(7) Inte var det Selma.
not was it Selma
‘It was NOT Selma.’

The unmarked position for negation is in the medial position, just to the left of VP, as shown in (1),
though positions higher in the FP projections (IP and CP) are also possible, as the examples here have
shown.

1.3. Negative Quantifiers

The Scandinavian languages have a set of negative quantifiers which intuitively alternate with or replace a
sequence of negation and a negative polarity indefinite pronoun (as schematized in (8)). Each word has forms
which vary by gender and number, for exampleingen(‘N’-gender, singular),inget (‘T’-gender, singular),
inga (plural).

(8) a. The negative quantifieringen(‘no(one)’)
alternates withinte . . . någon(‘not . . . any(one)’).

b. The negative quantifieringenting(‘nothing)’
alternates withinte . . . någonting(‘not . . . anything’).

Some simple Swedish examples (after Holmes and Hinchliffe (1994, 198)) are shown in (9)–(10). Note
that, compared to English, (10)a/c are surprisingly ungrammatical.

(9) a. Ingen s˚ag mig.
noone saw me

b. Jag s˚ag ingen.
I saw noone

1Faarlund et al. (1997, 890ff.) cite the pre-subject position as the unmarked position for embedded clause negation in Norwegian.
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(10) a. *Jag har sett ingen.
I have seen noone

b. Jag har inte sett n˚agon.
I have not seen anyone

c. *Jag pratade med ingen.
I spoke with noone.

d. Jag pratade inte med n˚agon.
I spoke not with anyone.

These examples contain either a negative quantifier or a negative polarity indefinite in construction with
negation. I will use ‘NegQP’ to refer to both the quantifier and the containing noun phrase. The first main
theoretical discussion of these elements and their distribution is in Christensen (1986), which is mostly about
Norwegian, but the other Mainland Scandinavian languages show similiar behavior. Christensen shows
that the NegQPs can appear in the surface position of negation, or in front of that position; but they can
appear no further back in the sentence than the position where negation would (or perhaps, could) appear.
Platzack (1998) updates this analysis by suggesting that bothinteand negative quantifiers are in SpecNegP,
located above VP. Kayne (1998) also develops the idea the object negative quantifiers move out of the VP to
SpecNegP. As the surface position of a negative quantifier cannot be further back than the expected position
of negation, the examples in (9) allowingen, while the grammatical examples in (10) havenågon, as the
surface position of the object with a finite auxiliary and main verb is after the surface position of negation, as
is the position of a prepositional object in (10)c–d. Note that in (9)b, the finite verb is in I, so the following
ingenneed not be within VP.

In addition to being in the subject position as in (9)a, NegQPs can also be in ‘topic’ position; in fact, topi-
calizing a NegQP object from its position in ungrammatical examples like those in (10) leads to grammatical
examples: even though (10)a/c are ungrammatical, the examples in (11) are fully grammatical.

(11) a. Inga romaner l¨aser Jon ut.
no novels reads John out

b. Inga romaner har jag l¨ast.
no novels have I read

c. Inga romaner ber¨attade han om.
no novels told he about

The relation of the topic to its argument position can involve a true long-distance dependency. (12)a
illustrates this with a Norwegian example from Christensen and Taraldsen (1989, 72); note that the medial
or final positioning of the NegQP in (12) is ungrammatical.

(12) a. Ingen bøker har Jens prøvd ˚a lese.
no books has Jens tried to read

Nor.

b. *Jens har ingen bøker prøvd ˚a lese.
Jens has no books tried to read

Nor.

c. *Jens har prøvd ˚a lese ingen bøker.
Jens has tried to read no books

Nor.

Based on these examples, the distribution of NegQPs can be stated as follows: they may appear in initial
position in any kind of V2 clause; beyond that they may naturally follow the finite verb only if the finite
verb is the main verb and hence is in I or C. Putting this in more technical terms, we can state it as in (13):
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(13) a. A NegQP may be aTOPIC, in SpecCP (as in (11)).

b. A NegQP may be aSUBJ, in SpecIP (as in (9a)).

c. A NegQP may be anOBJ(9b), but it cannot appear within VP (hence (10) requiresnågon).

In fact, there is a very simple abstraction over these generalizations, including the negativeinte: negative
elements cannot appear within VP. The data that follow will show the correctness of these generalizations,
though the claim that the object in (9)b is not within VP needs to be properly substantiated.

For completeness, I will mention here that there are 3 expressions of negative quantification in Swedish,
as outlined in (14):

(14) The expression of negative quantification:

a. as a NegQP likeingen

b. as a sequence of clausal negation and a negative polarity indefiniteinte . . . någon

c. as a constituent with negation negating a negative polarity indefinite [inte någon]

The focus in this paper is on the distribution of the type (a) expression. The type (b) expression is gram-
matical as long asintec-commands/precedes the indefinite. The type (c) expression is always grammatical,
but sometimes has a narrow scope constituent negation interpretation, rather than always expressing clausal
negation. However, the existence of the type (c) expression has an important consequence for the way the
relation between the f-structure and c-structure is handled here, discussed below regarding (35).

2. The Distribution of NegQPs

2.1. NegQPs are External to VP

It is in fact not entirely straightforward to show that an object NegQP appears external to VP, for in its
surface position it actually follows most medial adverbs, as illustrated withju andofta below. Only the
orders of medial elements shown here are grammatical.

(15) a. Man förstår ju ingenting.
one understands as.you.know nothing

b. Hon hade ofta ingentingsagt.
she had often nothing said

c. Hon påstod att hon ofta ingentinghade sagt.
she claimed that she often nothing had said

These data show that the NegQP is not in the surface position of object shifted pronouns, for these
canonically precede all medial adverbs (see (3)b), and in fact (15)b/c would be ungrammatical if the negative
object were replaced by a pronominal object. Naturally, the relative position of the negative adverbinteand
a NegQP cannot be determined, but the evidence suggests that the NegQP is under I0, as a left sister of VP, in
the same hierarchical position as the negative adverbinte. This part of Christensen’s analysis, thatinteand
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an object NegQP are roughly in the same position, seems to be correct; Platzack (1998) effectively updates
this analysis by putting both elements in SpecNegP (where NegP has a null negative head).

Yet, on the basis of the examples in (15), it could be argued that a VP-external position for NegQP has
not yet been motivated, and the fact that a NegQP follows all medial adverbs could be taken as counter-
evidence, to the effect that the NegQP is actually within VP, at its left edge.

There is other evidence that shows more clearly that the NegQP in the grammatical examples is external
to VP—that it really is effectively in the same position as a medial adverbial, following the finite verb in
I but preceding VP. One strong argument is that if there is more than one auxiliary, the NegQP can only
appear right after the finite auxiliary: (16)a is grammatical and (16)b is not.

(16) a. Jag skulle ingentingha sett ändå.
I should nothing have seen nevertheless

b. *Jag skulle ha ingentingsett ändå.
I should have nothing seen nevertheless

The reason that (16)b is ungrammatical is that it forces the NegQP to be placed within VP (internal to
the VP headed byha), and this is clearly not tolerated. The alternate account, that the NegQP is at the left
edge of VP, would have to stipulate that a NegQP can only be at the left edge of the highest VP, to account
for the contrast in the examples.

Although the positioning of NegQPs is different from that of shifted objects ((15)b/c and (16)a are
ungrammatical with pronominal objects), the two phenomena interact. The two bare objects of a ditransitive
verb in Swedish come in the order Goal–Theme and are usually referred to as the IO and DO respectively.
If the NegQP is the DO, the only grammatical examples involve a pronominal (and preceding) IO, which
allows a surface analysis in which both objects are external to VP.

(17) a. Jag l˚anade dig inga pengar.
I lent you no money (dig can shift to be outside VP)

b. *Jag lånade Sven inga pengar.
I lent Sven no money (Svenmust be in VP)

c. Jag lånade inte Sven n˚agra pengar.
I lent not Sven any money

(18) a. Jag gav honom ingenting.
I gave him nothing (honomcan shift to be outside VP)

b. *Jag gav Elsa ingenting.
I gave Elsa nothing (Elsamust be in VP)

c. Jag gav inte Elsa någonting.
I gave not Elsa anything

The b examples are key: they are ungrammatical, and as non-pronominal objects (proper names here)
cannot be shifted out of VP, the followingNegQPs are necessarily within VP. The contrasting acceptability of
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the a examples shows that there must be no VP containing the NegQPs, and this is possible if the pronominal
IOs have undergone Object Shift, thereby allowing the NegQPs to appear external to VP too.2

Now consider (19) from Teleman et al. (1999, vol. 2, p. 432):

(19) Hon hade inga biljetter köpt.
he had no tickets bought

Hereköptheads VP, and so the NegQP either precedes that head in VP, or is external to VP. The former
possibility is unlikely, as Swedish does not allow anything to precede a non-finite verb in VP. This is why
the lowest placement ofalla in (20), from Holmberg (1999), is ungrammatical.

(20) Jag undrar varf¨or studenterna inte (alla) har (*alla) åkt till Lund.
I wonder why the.students not (all) have (*all) gone to Lund

Hence there are 3 pieces of evidence that NegQPs are external to VP, and not left-periperheral within
VP.

2.2. Problem Examples

In a transformational approach, there are some similarities about the surface positioning of pronominal ob-
jects and of NegQPs which suggest similar derivations—essentially, both involve moving an object forward
from its base position, out of VP. Pronominal Object Shift is subject to some surface constraints usually
referred to as ‘Holmberg’s Generalization’, following the pioneering work of Holmberg (1986). Conceived
of as a process, Object Shift cannot apply to an object if there is any overt material (a verb, a particle, or
another object) within the VP to the left of the position of the potentially shifting object (see Holmberg
(1997), Holmberg (1999)). In an analysis which directly moves a NegQP subject to Holmberg’s General-
ization, examples like (15)b/c and (16)a violate Holmberg’s Generalization, for the NegQP has moved over
an overt VP-internal verbal material. Such examples suggest that Holmberg’s Generalization is irrelevant to
the distribution of NegQPs.

However, the idea that NegQPs move and are subject to Holmberg’s Generalization is apparently seen
in the difference between Swedish and Norwegian when there is a particle in VP. In contrast to (21)a, which
is good (in Norwegian), the Swedish examples in b and c are both ungrammatical, and only the periphrastic
expression in d is possible, with the negative polarity determinernågra(examples from Christensen (1986)).

(21) a. Jon leser ingen romaner ut.
John reads no novels out
‘John finishes reading no novels.’

Nor.

b. *Jon läser inga romaner ut.
John reads no novels out

Swe.

c. *Jon läser ut inga romaner.
John reads out no novels

Swe.

d. Jon läser inte ut några romaner.
John reads not out any novels

Swe.

2See also J´onsson (1996) for similar arguments from Icelandic.
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The contrast between a and b is directly attributable to Holmberg’s Generalization; an object may pre-
cede a particle in VP in Norwegian, and so it may undergo Object Shift, if we allow that a NegQP phrase
such asingen romanercan undergo Object Shift. Replacing the NegQP in each example by an object pro-
noun would preserve grammaticality. In Swedish, an object must normally follow a particle, and hence that
object must be in VP. From this point of view, example c has the right phrase structure, but it violates the
condition that NegQPs cannot appear within VP. Hence only the periphrastic expression in d is grammatical.

Nothing in the present proposal accounts for the contrast in (21)a/b, and I leave it as an open problem.
However, it is worth noting that a medial NegQP with a following non-finite verb form is much more
acceptable than a following simple particle:3

(22) a. ?Jon har inga romaner l¨ast ut.
John has no novels read out

b. *Jon läste inga romaner ut.
John read no novels out

In terms of Holmberg’s Generalization, example a represents a greater violation than b does, but a is
clearly more acceptable. Hence it seems unlikely that the account of (21)b is due to Holmberg’s General-
ization, for in many other grammatical examples it is clearly violated.4

2.3. The Distribution of NegQPs Does Not Involve Movement

Returning to the analysis of Christensen (1986), her proposal is that the distributionof NegQPs is captured by
a transformation which turns an adjacent sequence ofinteand a negative polarity item into the corresponding
NegQP. This transformation applies in two cases: first, if the two items which need to be adjacent happen
to be adjacent in the string, as in the case ofinteand an immediately following negative polarity object, and
second, if the negative polarity element is a subject or topic which precedesinte, in which caseinte moves
up to cliticize to it, and then the NegQP transformation applies. This is illustrated in (23):

(23) a. Jag s˚ag inte någon. =) Jag såg ingen. (= (9b))
I saw not anyone I saw noone

b. Någon såg inte mig.=) Någon-inte s˚ag mig. =) Ingen såg mig. (= (9a))
anyone saw not me anyone-not saw me noone saw me

c. Jag har inte sett n˚agon. (no change, = (10b))
I have not seen anyone

Christensen’s account will only account for some of the examples seen so far; and, for example, the
transformation would not apply in (24)a, asinte andnågontingare not adjacent, andnågontingdoes not
precedeinte.

(24) a. Hon har inte sett någonting.
she has not seen anything

3My thanks to Benjamin Lyngfelt for this observation.
4I do not mean in any way here to deny the robustness of Holmberg’s Generalization with regard to Object Shift.
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b. Hon har ingenting sett.
she has nothing seen

Now while (24)a is acceptable, so is (24)b, at least in colloquial Swedish. Christensen’s analysis cannot
generate (24)b, asinte andnågontingare not adjacent, and onlyinte is allowed to raise up. (15)b/c, (16)a,
and (19) also have this property.

Similar facts are shown in (25). The a example is ungrammatical as the NegQP phrase is inside VP,
but b is relatively acceptable in colloquial registers (if disfavored in prescriptive grammars, and not quite as
acceptable as (24)b).

(25) a. *Jag har läst inga romaner.
I have read no books

b. ?Jag har inga romaner l¨ast.
I have no books read

A natural update of Christensen’s analysis is to say that the NegQP starts out in structures like (25)a and
moves to SpecNegP, its position in (25)b, to the left of VP. Setting aside the problem the apparent violations
of Holmberg’s Generalization,5 this account accounts for the problematic examples discussed so far in this
section.

However, for oblique objects, the fact that topicalization of a NegQP is grammatical while medial posi-
tioning of it is not (as shown again in (26) below) argues very strongly against a derivational analysis and for
a representational analysis of the NegQP phenomenon. Recent derivational approaches are found in J´onsson
(1996), Kayne (1998), and Platzack (1998), who claim that negativeinte is in SpecNegP, the medial position
just external to VP, and that NegQPs overtly raise from a VP-internal argument position to SpecNegP. This
amounts to a ‘positive’ licensing condition on negative elements—at some point in the derivation, they must
be in SpecNegP. Assuming that all arguments orginate with VP, an argument expressed by a NegQP would
first raise to SpecNegP, to be licensed, and then may move on further up if it is a subject or a topic. This
would account for the distribution of NegQPs as described in (13), except that it involves a contradiction
under a derivational approach.6 Let us consider the examples in (26). The contradiction for the derivational
approach is that the first derivational step for (26)d is impossible: a NegQP phrase cannot move from its
base object position to the medial position (SpecNegP, by assumption here). Yet this step(from b to c in
(26)) is crucial in the licensing of the NegQP.

(26) a. Jon har inte ber¨attat om några romaner.
John has not told about any novels

b. *Jon har ber¨attat om inga romaner.
John has told about no novels

c. *Jon har inga romaner ber¨attat om.
John has no novels told about

d. Inga romaner har Jon ber¨attat om.
No novels has John told about

5This problem is noted in e.g., Kayne (1998, 132, fn. 5).
6This is discussed in part as a case of improper movement in the analysis of J´onsson (1996).
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There are two separate but related facts about the distribution of NegQPs: (i) in the medial position,
only objects (non-obliques) are licensed, and hence c is bad; and (ii), in the initial position, any topicalizable
phrase is licensed. Hence, the medial position is rather restricted compared to the initial position, but as
the NegP analysis necessarily assumes that all movements must pass through the medial position, it cannot
account for the acceptability of examples like (26)d.

So far then, the distribution of negative elements is clear: they cannot be within the surface VP, and the
function they have in the clause is entirely determined by their surface position. These are fully representa-
tional generalizations which at best are unexpected and at worst inexpressible in a derivational approach.

3. The Distribution of Negative Elements in LFG

The LFG analysis has two parts: first, the possibilities for generating objects external to VP, and second, the
association of sentential negative scope with morphologically negative elements.

3.1. Structure-Function Associations

Even when a NegQP corresponds to a clausal object, as in (24)b and (25)b, it appears in the same position
as the negative adverb, external to VP (in the same place as Neg in (1)). This medial positioning for NPs is
restricted to (in)direct objects: hence the key contrast between (26)c and (24)b, for in the former the medial
NegQP correponds to an oblique’s object, not a clausal object. However, topicalizing such an oblique’s
object, as in (26)d, is fully grammatical, and the NegQP is correctly external to VP. The contrast between
the c and d examples in (26) is a consequence of the structure-function association principles: for arguments,
the medial position in c can only be associated with (in)direct objects, while the initial topic position in d
can be associated with any clause-internal function, and may potentially be a long-distance dependency.

The LFG principles of structure-function annotation for Swedish should conform to the descriptions in
(27).

(27) a. SpecCP expresses a DF (TOP or FOC), and associates that DF with any clausal GF via(" GF+) =#.

b. Within IP, only direct functions (SUBJ, IOBJ, OBJ) are assigned. SpecIP only expresses the
SUBJ. Object functions appear within I0, either in the object position ‘Pro’ adjoined to I or as a
NegQ in the medial position.

c. Within VP, only non-subject GFs are assigned.

We can think of these in a slightly different way: in the Swedish clause, only direct (argument) functions
are possible in the immediate IP projection, and there is a subject> object hierarchical asymmetry, in that
subject is structurally higher than object. Hence, subject can never be lower than I0, and a (non-DF) object
can never be higher than I0.

As such, these principles would allow objects freely inside or outside VP; however, the only VP-external
objects that Swedish allows are shifted pronominals or NegQPs. Although I will not build it into the analysis,
the right insight for this situation seems to be that objects are normally within VP, and that only under certain
circumstances are they external—specifically, only when they can be X0 pronominal objects, or when the
dictates of sentential scope force NegQPs to be VP-external (see below).

The positions for expression of functions in Swedish is summarized in (28).
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(28) CP

XP C0

C IP

NP I0

I Adv/Neg/NegQ VP

I Pro V NP NP PP

V Prt

DFs Direct GFs Non-Subject GFs
and Adjuncts and Adjuncts

3.2. Scope

The adverbintemay appear inside various constituents, but when it does it expresses constituent negation. In
fact, the real generalization is that a negative element cannot take clausal scope out of VP, to get a sentential
negation reading. As noted by Svenonius (1998), (29) is grammatical, even thoughingentingis within VP.
The example is grammatical as a case of double negation with narrow scope foringenting(it must have
narrow scope as it is within VP).

(29) Ingen har gjort ingenting.
noone has done nothing = ‘Everyone has done something.’

Here, a negative concord reading would have a different interpretation, ‘It is not the case that anyone
has done anything’, which is effectively ‘No one has done anything’. (30) does not have this interpretation.
The following examples, from Teleman et al. (1999, vol. 4, p. 201), illustrate the same point:7

(30) a. Inte bara de yngre har ingenting att g¨ora.
not only the younger have nothing to do
‘It is not only the younger (people) who have nothing to do.’

b. Inga svenskar g˚ar väl aldrig i kyrkan.
no Swedes go ?? never to church
‘For no Swedes is it true that they never go to church.’

These are again double negative interpretations; the negative concord interpretations would be ‘It is not
only the younger who have anything (something) to do’ and ‘It is not true that there are Swedes who ever go
to church’. Consequently, we need to account for the following distributions of forms and interpretations:

7I am not sure how to translateväl in (30)b.
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(31) a. The negative adverbinte takes sentential scope when it is generated within the IP or CP projec-
tion; it cannot be directly dominated by VP. If generated within a smaller constituent (NP, PP,
etc.), it may indicate constituent negation or clausal negation, depending on the position of the
containing constituent (see (35)).

b. A NegQP takes sentential scope only if generated external to VP. If generated within VP, it takes
narrow scope under another negation.

So, the right analysis is not a matter of simply dictating the c-structure distribution of negative elements;
rather it is a matter of assigning constituent or clausal negation relative to the c-structure position of the
negative element(s).

3.3. Mechanisms

The key to capturing the generalizations above about NegQPs is to consider the relation between the mor-
phological features and the syntactic features. What we know is that a NegQP that is subject or object and
external to VP actually negates the whole clause; when it is VP-internal, this is not possible. Nevertheless,
a VP-internal NegQP still has (narrow scope) negative force. As noted above, this means that we have two
cases: one, where each element with negative form is interpreted as narrow negation on that constituent, and
two, where an element with negative form constributes clausal negation. It is this latter case that is restricted
to VP-external positions in Swedish.

It will be useful to think of what kind of analysis we need in terms of a (partial) typology of negation
types in (33); recall that FP covers IP and CP. First, I define a predicate ‘contained-in’, to help express the
generalizations.

(32) ‘Contained-in’:� is contained-in�P iff � is immediately dominated by a node of category�.

(33) A Partial Typology of Negation Types

Assuming thatnot etc. expresses an ADJ(unct) function, negation of the clause is expressed
within a GF of that clause.

a. English: any negative argument, ornotat the clausal level, can license sentential negation.

b. Swedish: only a negative argument contained-in FP, orintecontained-in FP, can license senten-
tial negation.

Following Frank and Zaenen (1998) and Spencer and Sadler (1999), I take it that morphological ex-
pression is projected from f-structure information: there are principles of morphological expression of the
f-structure attributes and values (see also Ackerman and Webelhuth (1998)). I assume that sentential scope
for negation is indicated by [NEG +] in the clausal f-structure, and that this information is projected into
morphological information according to the principles in (34). Following Spencer and Sadler (1999), I rep-
resent c-structure information using capitalized lowercase words for names and a colon separating a feature
from its value.

(34) Negative Syntactic and Morphological Features:

Let fi be an f-structure andci be the set of corresponding c-structure nodes, by the reverse
mapping��1. Each c-structure node is a set of attribute-value pairs.
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a. Constituent Negation
[NEG +]i =) cj has [NegForm:+], wherecj occurs anywhere in the clause, andcj 2 ci.

b. Clausal Negation"
NEG +

GF [ ]j

#
i

=) ck has [NegForm:+], whereck does not occur within VP, andck 2 cj .

The first part just says that a negative form in the c-structure can express semantic negation of that
constituent. The second part says that certain negative forms in the c-structure can express clausal negation.
English is the same as Swedish, except it lacks the external-to-VP restriction in (34)b.

There are various reasons to adopt this kind of constructional approach, rather than simply annotating
each negative element with a defining equation(" NEG)=+. First, a NegQP likeingendoes not normally
negate its own constituent, but rather, it negates the clause containing it. So instantiating [NEG +] within
the f-structure corresponding to the NegQP itself has little use.

Second, it might be argued that at least the negationinte should carry(" NEG)=+, and if analyzed as
a co-head, directly negate the clause nucleus. However, this leads to a loss of generality: in (35),inte
is constituent-internal, yet the whole negative constituent provides clausal negation, as that constituent is
VP-external. Again, setting things up so that the SUBJ itself has [NEG +] is not of any obvious use.

(35) [Inte någon elev] har underr¨attats.
[not any pupil] has inform.PASS

‘No pupil has been informed.’

Additionally, there are two arguments that come from negative concord languages for the approach here.
Under the standard defining equation approach, such languages would have to have a different analysis from
a language like English, for arguably a negative form does not necessarily contribute [NEG +] in such
languages. In the approach here, NegQPs in negative concord languages will have more information in
their lexical entries compared to NegQPs in multiple negation languages like English and Swedish, but the
information is not qualitatively different (see section 4.2 below). Finally, in that section there is also a
theory-internal argument against the defining equation approach.

Let us now consider some simple examples to see how the interpretation is expressed constructionally.

(36) a. Ingen s˚ag mig.
noone saw me

(34)b is satisfied: [NEG +] at the clausal level cor-
responds to [NegForm:+] on a constituent exter-
nal to VP.

b. Jag s˚ag ingen.
I saw noone

(34)b is satisfied: [NEG +] at the clausal level cor-
responds to [NegForm:+] on a constituent exter-
nal to VP.

(37) a. *Jag pratade med ingen.
I spoke with noone.

(34)b is not satisfied: [NEG +] at the clausal level
does not correspond to [NegForm:+] on a con-
stituent external to VP.

b. Jag pratade inte med n˚agon.
I spoke not with anyone.

(34)b is satisfied: [NEG +] at the clausal level cor-
responds to [NegForm:+] on a constituent (inte)
which is external to VP.
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(38) a. Inga romaner har jag l¨ast.
no novels have I read

Assuming the DF ofinga romanerto be FOC,
(34)b is satisfied: [NEG +] at the clausal level cor-
responds to [NegForm:+] on a constituent which
is external to VP. The identification of FOC with
OBJ in the f-structure in an independent fact.

b. Inga romaner ber¨attade han om.
no novels told he about

Assuming the DF ofinga romanerto be FOC,
(34)b is satisfied: [NEG +] at the clausal level cor-
responds to [NegForm:+] on a constituent which
is external to VP. The identification of FOC with
OBL OBJ in the f-structure in an independent
fact.

To get at the parts of the c-structure that we are interested in, we need to pick out a c-structure node,
and its mother’s category. Then, for example, we can find just those parts of a c-structure that are part of the
IP projection (whose category is I). Effectively, we consider different projections of the same information,
into the f-structure parts and c-structure parts, perhaps along the lines of Andrews and Manning (1999). I
will not try to present a fully formal account here, but will try to show explicitly what needs to be formally
expressed.

Consider the schematic pair of structures in (39), usingingen‘noone’ to illustrate, where I assume that
this has [NegForm:+] and the semantics of ‘a person’.

(39)
2
66666664

PRED ‘. . . ’

GF
6

h
PRED ‘a person’

i
GF

7

h
PRED ‘. . . ’

i
NEG +

3
777777751,2,3,4,5

IP
1

("SUBJ)=#
NP

6

"=#

I0
2

[NegForm:+]

ingen "=#

I
3

"=#

VP
4

"=#

V
5

("OBJ)=#
NP

7

Here, GF
6

is mapped back to NP
6
, and GF

7
to NP

7
. By (34)b, (39) is well-formed in Swedish, with

the NegQP in the subject position expressing clausal negation. In contrast, (40) is not a well-formed pair in
Swedish, though it would be in English.
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(40)
2
66666664

PRED ‘. . . ’

GF
6

h
PRED ‘. . . ’

i
GF

7

h
PRED ‘a person’

i
NEG +

3
777777751,2,3,4,5

IP
1

("SUBJ)=#
NP

6

"=#

I0
2

"=#

I
3

"=#

VP
4

"=#

V
5

("OBJ)=#
NP

7
[NegForm:+]

ingen

Here, (34)b is not satisfied, as the [NegForm:+] constituent is contained-in VP. To express the structure
where x

7
is an indefinite quantifier, it is necessary to haveinte in construction with an indefinite likenågon.

To be parallel with the analysis of arguments, I treat negation as being inside a GF, namely ADJ, though this
raises a technical question as to what the nature of the PRED of that GF is. Assuming this problem can be
solved, the pair in (41) is well-formed.8

(41)

2
666666666664

PRED ‘. . . ’

GF
6

h
PRED ‘. . . ’

i
GF

7

h
PRED ‘a person’

i
ADJ

8

h
PRED ??

i
NEG +

3
777777777775

1,2,3,4,5

IP
1

("SUBJ)=#
NP

6

"=#

I0
2

"=#

I
3

#2("ADJ)

Neg
8

"=#

VP
4

[NegForm:+]

inte "=#

V
5

("OBJ)=#
NP

7

någon

4. Prospects

I will briefly consider the theoretical differences between multiple negation and negative concord languages
that the analysis above leads us to postulate.

4.1. Multiple Negation Languages

As there can only be one instantiation of [NEG +] in each f-structure nucleus, an example with more than
one negative element in it must have a schematic f-structure like that in (42), with a negative element in the
c-structure corresponding to each [NEG +].

8It would be possible to treat negation as a co-head, in which case the clause itself would effectively have [NegForm:+], and
then (34)a would apply. In itself, this analysis would work, but would not limit the distribution of negation to VP-external positions.
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(42)
2
6666666664

PRED ‘. . . ’

GF

"
PRED ‘. . . ’

NEG +

#

. . . . . .

NEG +

3
7777777775

There is a strict match between the number of semantic occurrences of [NEG +] and the number of
constituents with [NegForm:+] expressing those occurrences. This gives rise to multiple negation in the
relevant languages. Perhaps surprisingly, we will see below that a negative concord language like Italian
also shows this strict matching, in a restricted domain.

4.2. Negative Concord Languages

In negative concord languages, certain expressions of negation actually license clausal negation, while other
occurrences of negative quantifiers do not license or express negation, but need to find themselves in the
presence of a ‘real’ negation. In LFG, this can be expressed by associating a constraining equation with
them:

(43) Negative concord quantifiers: (GF") NEG=c+

This says that a negative quantifier must be in a containing nucleus where [NEG +] is licensed.9 In fact,
due to this, there will be never be a way to express an f-structure like (42) in a negative concord language;
in particular, there will never be a way to express constituent negation, for by (43) the quantifier requires
[NEG +] not in its own f-structure but in the containing f-structure.

Perhaps surprisingly, the negative licensing conditions in a negative concord language like Italian are
essentially the same as the licensing conditions in Swedish. In Italian, true negation is expressed by a
negative element contained-in IP, but VP-internal negative quantifiers are only concordial, and need a true
negation licensed from the IP domain. Consider the data in (44), from Ladusaw (1992):

(44) a. Nessuno ha visto Mario.
noone has seen Mario

b. *Nessuno non ha visto Mario.
noone not has seen Mario

c. *Mario ha visto nessuno.
Mario has seen noone

d. Mario non ha visto nessuno
Mario not has seen noone

e. Nessuno ha visto nessuno.
noone has seen noone

9True negative polarity items would have a similar constraining equation, but would lack the morphological specification [Neg-
Form:+]. The account here is somewhat idealized, as negative concord quantifiers in Italian are licensed in a variety of downward-
entailing contexts, of which overtly expressed negation is just one.
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The constraints on negative expression are clearly c-structural: although the subject in (44)a can express
negation withoutnon, and in fact necessarily withoutnon, a postposed subject in the VP requiresnon, as in
(45).

(45) Non ha telefonato nessuno.
not has telephoned noone

Let us consider (44)a. There is [NEG +] in the clausal nucleus. Assuming the same licensing conditions
for Swedish, there should be a [NegForm:+] constituent contained-in IP, and there is,nessuno. nessuno
itself has a constraining equation, namely (43), and this is satisfied. Hence, the example is grammatical.
In this way the analysis captures the insight that Ladusaw (1992, 251ff.) argues is important in negative
concord languages: that in such a position,nessunoboth expresses the negation and simultaneously checks
for negation. Note that this analysis is formally inexpressible in a defining equation approach: it would be
theoretically meaningless for a lexical item to both define and constrain an attribute and its value.

Returning to the examples, (44)c is ungrammatical, as there is no legitimate expression of the [NEG
+] in the clause nucleus. Adding innon, as in (44)d, provides the expression of [NEG +]. Asnonhas the
properties of a preverbal clitic, and as it seems to provide true negation when present, we could analyze as a
carrier of [NEG +], adjoined to the verb and annotated"=#.

(46) Italian clausal negation

non: (" NEG)=+, [NegForm:+]

This provides [NEG +] directly to the clausal f-structure, and effectively [NEG +] is licensed as
a case of constituent negation, by (34)a.

The ungrammaticality of (44)b is also instructive, for it shows that the language cannot tolerate two
‘real’ negations: according to (46),non expresses a real negation, and by (34)b,nessunoin the subject
position does too. Hence the one-to-one relation between meanings and expressions seen above for English
and Swedish also shows up in this restricted context in Italian.

Finally, the parallels with Swedish are even greater when we consider the constrast in (47), examples
from Rizzi (1982):

(47) a. Mario non ha parlato con nessuno.
Mario not has spoken with noone

b. Con nessuno ho parlato!
with noone I-have spoken

Within VP, the PPcon nessunorequires a licensingnon, but when it is topicalized—one cannot tell
whether it is adjoined to IP or contained-in CP—con nessunoneeds no other licensing element.

Although somewhat sketchy, I think this section shows how the overall approach here can correctly
analyze the expression of negation at the same time as allowing for the constraining effects of negative con-
cordial elements. Further issues to be given a more detailed account include the percolation of [NegForm]
features in a PP likecon nessunoabove, the constraining of clausal negation from phrases with embed-
ded quantifiers such asthe mother of noone,10 which suggests that (43) should be modified, and, a better
characterization of exactly what attribute it is that (43) is constraining for.

10Thanks to Ivan Sag for this observation.
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5. Conclusion

I have argued for several related points: first, that Swedish negation is restricted in terms of which interpre-
tations are possible from which c-structure positions, regardless of the grammatical function of the negative
element itself. Second, I noted that the irrelevance of the grammatical function effectively forms a strong ar-
gument against a derivational approach to the statement of constraints on the distribution of negative forms.
Third, I argued that a constructional approach to the expression of negation provides the simplest and most
general analysis, and fourth, that the approach extends to negative concord languages, an extension that
would be impossible under a standard defining equation approach.

The analysis here gives up the idea from standard LFG that the f-structure is fully described by defining
equations in the c-structure, in favor of a kind of correspondence model, as is implicit in the arrows in (34).
This revised view of LFG has been argued for on other empirical grounds by Ackerman and Webelhuth
(1998) and Spencer and Sadler (1999), and it accords well with the Optimality Theoretic instantiations of
LFG, in particular the model in Kuhn (2000).
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