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1. Overview

Every oncein awhile, atheory needsto reevaluate its basic concepts. Thisreevauation
isnecessary becaise, over time, as more empiricd data ae avered, one tends to lose sight of
the origina intent. What isinvalved in thisreevauationis nat new data, but rather a new look
at old data.

In the case of LFG, one of the most basic conceptsis the grammaticd function. LFG
differsfrom amost every other generative theory in recognzing the centrality of grammeticad
functions. Other theoreticd approades reaognze grammaticd relations, but not grammaticd
functions. The concept of grammaticd relation is vague; it just means me relation that is
relevant to the grammar (or more predsely, the syntax). A grammaticd functionis smething
much more spedfic—it isalink between structure and function. We can identify grammeticd
relations by their (apparently arbitrary) properties; with grammaticd functions, the properties
are the result if we corredly understand the functions. Grammeticd relations have norolein
explanation; grammatica functions shoud be the centerpieceof explanation.

Oneof themost problematic grammatica functions, perhapsthe most problematic, isthe
function suBJ. It is problematic for two reasons. In the first place suBJs have many unique
properties, more than other grammatica functions. Amongthe properties of suBJs, we notethe
following (Keenan 1976 Andrews 1985.

@O a binding theory prominence
Agent, if thereisone
addresseeof imperative
most likely to be pro-dropped

b. controlleein Raising
most likely crosdingusticdly to be extraded
“chaining’ in coordinate structures
obligatory
often definite/wide scope
“external” structura positionin configurational languages

C. controlleein Equi
verb agreement
not Case marked (“nominative”)
floats quantifiers

Sewnd in ergative and Phili ppine-type languages these properties are split between two
elements, with the propertiesin (1a) typifying one element, thosein (1b) typifying ancther, and
those in (1c) going with ore or both, depending onthe language. A theory of grammaticd
functions shoud predict the properties, and the split in nornominative-acaisative languages.

The usual LFG view is that suBJ is an argument function, speaficdly, the most
prominent argument functionontherelational hierarchy. Wewill cdl thisfunction Gr, parall el
to the LFG notation 8 for thematicaly most prominent argument. The natural properties of GF
would be ones invalving hierarchies of arguments. Lexicd spedficaion of properties of
arguments would naturaly follow the relational hierarchy, so such properties as the ability to
bepro-dropped andbeingthe addresseeof animperative, whichinvalvelexicd speaficaion(as
in (2)), are GF properties.



2 a “pro-drop” (T AF FRED) =‘PRO’
b. imperatives (T AFNUM) =2

Similarly, the mapping from thematic roles to grammaticd functions, modeled in LFG as
Lexicd Mapping Theory, matchesthethematic hierarchy to therelational hierarchy. Therefore,
the thematicdly highest argument (Agent) is mapped to the relationally highest grammaticd
function (GF). What typifies all of these propertiesisthat they are abou locd relations, asone
would exped from the properties of an argument function.

Ancther subjea property that follows from the function d GF is binding theory
prominence Despitethefad that bindingisnot necessarily locd, andisnot related to predicae-
argument relations, it is clea from reseach onbindingin LFG and other frameworksthat it is
senditiveto hierarchiesat variouslevels. a-structure (the thematic hierarchy), c-structure (linea
order), and f-structure (the relational hierarchy). The reason for the agument-sensitivity of
binding may be explained by the perspedive of Jadkenddf (1990, who views binding as an
extension of lexicd conceptua structure agument binding. Whatever the reason, binding is
senditive to argument status and, in particular, to the grammatica function GF.

Looking badk at the original list of subjed properties, the ones that are naturally
acourted for by assuimingthat “ suBJ” isGF aretheonesin (1a). However, the propertiesin (1b)
do not make sense from this perspedive. To consider the status of these properties, it is useful
to dvide them into two groups.

® a controlleein Raising
most likely crosdingusticdly to be extraded
“chaining’ in coordinate structures

b. obligatory
often definite/wide scope
“external” structura positionin configurational languages

Thepropertiesin (3a) are not locd; they ded with relations between clauses. Thereisnoreason
to exped these propertiesto foll ow from the suBJ-as-most-prominent-argument approadh. The
onesin (3b), while not nonocd, are not related to argument hierarchies. Instead, they sean to
be based on the nation that the suBJ is a distingushed element of the clause, with properties
beyond keingin aparticular positiononthe relational hierarchy. Thefad that these properties
charaderize a different element from the argument-related properties in certain types of
languages reinforces the conclusion that these properties do naot foll ow from the nature of the
function GF.

We propcse that the (1b) properties are associated with agrammaticd function which
wecdl Pv (pivot), followingFoley andVan Valin (1984 andDixon(1994). Inthe next sedion,
we will outline our propacsal for the functionPiv.

2. Pivots

We can divide the grammaticd functionsgenerally assumed in LFG (asin, for example,
Bresnan in presg into three groups. the agument functions, the aljunct functions, and the
discoursefunctions. Of these, the argument functionsandthe adjunct functionsarelocd in their
scope—they function to expresslocd relationswithin their clause. The discourse functions, on
the other hand, relate dements to the larger discourse within which they are enbedded. The
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argument functions and adjunct functions are further distingu shed from ead other in terms of
the nature of their relation to the dause: arguments are diredly (and lexicdly) related to the
heal, whereas adjuncts are related to the dause ssawhadle.

Something is missng from this set of relations expressed by grammaticd functions: a
function expressng the relation between elements of a clause and the sentence (i.e. larger
syntactic structure) of which it isapart. It isthis gap that we propase to close with the function
PIV. The function of the PIv functionis primarily syntadic aossclausal continuity, akind o
sentence-internal topic. Just as a discourse topic (represented syntadicdly in many languages
asthegrammaticd function TorIC) identifiesasingle participant asthe commonthread runnng
through a discourse, the Piv is the common thread running through clauses that make up a
sentence

Sewmndarily, by virtue of being singled out, the PIv has the status of the distingushed
element of the clause. Althoughwe will have nothing further to say abou them here, such
properties as obligatoriness definiteness and scopal properties may be a result of this
“distingushed element” status of PIVs.

Crucidly, Piv isnat inherently charaderized in terms of argumenthoodproperties. The
function Piv is thus related to the discourse functions; like Focus and TopPIC, it is a second
function asggned to an element of a clause. First and foremost, every element in syntax must
be licensed locdly, by being either an argument or an adjunct; more global functions are then
added, or overlaid. Unlike such functions as Focus and TOPIC, PIV does nat, as noted abowve,
relateto discourse; we will therefore usetheterm “overlay function” (Johrnsonand Postal 1980
to refer to the dassof functions consisting d the discourse functions and Piv.

Thetypadogicd distinction between naminative-acaisative, syntadicdly ergative, and
Phili ppine-type languages is in the identificaion of the Piv, which, as an overlay function, is
subjed to the Extended CoherenceConditi on. In nominative-acasative languages, the equation
(4a) identifies the PIv and in syntadicdly ergative languages (4b), while in Phili ppine-type
languages the “voice” morpheme is asciated with a spedficaion for PIv (4c).*

4 a (TPv)=(TGF)
b. (ToBJ = (Trv)=(T0BJ)
C. “Active voice” (T PIv) = (T GF)
“Dired objed voice™ (T pv) = (T 0BJ)
“Indired objed/locative voice™ (T PIv) = (T 0BJ)
“Instrumental voice™ (T PIV) = (T OBL,g)
etc.

Notethef-structuresfor thefoll owing sentencefrom Samoan, asyntadicdly ergative languege
(from Mosd and Hovdhaugen 1992, and for its trandation into English, a nominative-
acaisative language.

!An interesting question abou the Phili ppine-type languages is whether the benefadives, locaives, and ather
elementsthat can be Piv are adjuncts. If they are (andthisisthe most straightforward interpretation of thefads), nothing
in my acourt predudes this posshility. On the other hand, it is not clea how something like the inverse mapping
approach to be discussed in the final sedion d this paper could accommodate anorargument as PIV.
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B S fas le maile e le teine.
PAST hit ART dog ERG ART girl
‘The girl hit the dog’

© a [TENSE PAST
E’RED hit <(T k) (1 OBJ)>
[PIV _“dog”
/\F [

[OBJ

-

[JENSE PAST
[PRED * hit <(T GF) (1 OBJ)>’

%)BJ [dog” ]

Thearguments map to the same grammaticd functionsin thetwo languages, theonly difference
istheidentificaion of the PIv. There are other posshiliti esfor the Piv aswell. In Acehnese, for
example, any core function can bethe Piv (Durie 1985.

Theideathat PIv isthe function of syntadic crossclausal continuity can be formalized
in away that recgtures a lost ideafrom ealy LFG. In Kaplan and Bresnan (1982, it was
propacsed that there is a locdity condtion onfunctional designations, a propcsal that was
subsequently abandored with the alvent of the formalism of functional uncertainty. The
abandorment of the functional locdity condtion hasleft LFG with noformal expresson of the
intuitive ideathat arguments are behaolden exclusively to the predicates of which they are
arguments. The Piv function al ows us to expressthis: the only way to refer to afunctionina
lower nucleus is through the function Piv. We cdl this the Pivot Condtion; it is a formal
statement of thefunctional roleof Piv. Wea so propase, moretentatively, that Piv only functions
for outside-in designation.

I rmrirT rrirrrir

(7) The Pivot Condition

. . . a _
@® In afunctional designation (T ...c... B) where ( PRED) andp = &, =PV

) Inafunctional designation(«  T) where isasingleGFandande = @, B # PIV

The PIv, then, is an element of a clause which isdistingushed by keing singled out as
the element of crossclausal continuity in a sentence. Asnoted ealier, this makes it similar to
TorPic, whichisthefunction of crosssentencecontinuity in adiscourse. However, PV ispurely
syntadicinitsscope, not relatingdiredly to discourse matters. Interestingly, the positionof Piv
in the c-structure of configurational languages confirmsthisview of PIv asbeingin some sense
intermediate between argument and adjunct functions on one hand and dscourse functions on
theother. The structural positionfor argumentsisassister to thelexica healsof which they are
arguments, the dosest possble structural position to the head. Adjuncts are typicdly adjoined
to ahigher node, farther away from the head. Elements beaing discourse functions are farther



gtill, either adjoinedto IPor in[SPEC, CP]. Thestructural paositiontypicdly associated with Piv,
[SPEC, IP], iscloser to the lexicd head than the placeof discourse functions but farther than
most adjuncts. The genera picture that emerges is that configurational languages represent
grammaticd functionsiconicdly inthe c-structure. This approadc also provides an explanation
for what in purely c-structural theories is a stipulated property of subjeds. the “external”
structural position.? However, the external positionis not associated with an argument, so the
term “external argument” for SUBJ isinappropriate.

We will further flesh out this picture by focusing on the analyses of extradion and
control. We will show how the nations of PIv and GF provide the basisfor an explanation of the
observed petterns.

3. Long-Distance Dependencies

The relevance of subjeadhoodto long-distance dependency constructionsis nat a new
observation. The fad that extradion d subjedsis different from other types of extradion can
be shown in many ways. In this edion, we will examine threeaspeds of extradion. First, we
will show how subjed extradionformally diff ersfrom other typesof extradionunder thetheory
of pivots, then we will discuss sibjed/nonsubjed asymmetries in aaossthe-board extradion,
and finally, we will discussthe that-trace éed.

3.1. Extraction of Subjects and Nonsubjects

The LFG analysis of extradion constructions is based on the formalism of functional
uncertainty. Asoriginaly proposed (KaplanandZaenen 1989, afunctional uncertainty equation
has the foll owing form:

(80 (T DF) = (T Pathin GF)

Under the Pivot Condtion, “GF” can only be Piv.

There ae some languages in which only the PIv can be extraded, as predicted, such as
Tagaog(Schadter 1976 Kroeger 1993, Jakaltek (Manning1996, Dyirbal (Dixon1994), Inuit
(Manning 1996, etc. For other languages, we follow Bresnan (in pres9 in hypdhesizing the
avail ability of insde-out functional uncertainty licencing d long-distance dependencies as a
loophdeto the Pivot Condtion. The moretentative half of the Pivot Condtionwill rule out the
insde-out licensing of along-distancedependency thelower endof whichispPiv. Thisapproac
thusdrawsasharp distinction between the extradionof Piv andtheextradionof other elements.
In thisway, it echos an ideafrom ealy constraint-based theorizing (Gazdar 1981, Falk 1983
that null c-structure nodes exist in long-distance dependencies except for cases of subjed
extradion. Unlike the ealier acours, however, the theory of pivots explains why “subjed”
extradionis diff erent.

Locd “extradion” of PIv may be diff erent still . Sincepiv isan overlay function, andin
configurational languages occupies an overlay function position, it can also be assgned other
overlay (discourse) functionsaswell. Thus, at least in some languages, discourse functions are

2A similar explanation can be foundin Bresnan (in press), where suBJ is identified as being simultaneously an
argument functionand adiscourse function.However, Bresnan’ smotivationfor cdli ng susjadiscourse functionisnot
entirely clea. | believe that the theory of pivots being proposed here catures the spirit of Bresnan's approach, bu in
a better motivated way.



assigned to PV in Situ, without need for a specia structural position. The outside-in equation
identifying abF with apriv will only be applicablein case the DF and local PIv are not identified
with each other. English is one such language; it has long been noted that matrix subject
guestions appear to have the structure of ordinary declarative clauses. We assume, then, that
English has three ways of licensing long-distance dependencies.

9 a (probably an optional annotation on verbs:)
(T DF) # (T PIV) = (T DF) = (T COMP' PIV)

b. Annotated to null c-structure nodes:
T = ((comP* GFT) DF)

C. P - NP |’
(tpPv) =11 =1
((T DF) = l)

Other languages will have variations on this theme. For example, languages in which the Piv
cannot be locally assigned a discourse function will have aKleene star instead of aKleene plus
in the outside-in PIv equation (and will lack the conditional). Similarly, the outside-in equation
may be associated with different c-structure nodes in different languages.

3.2. Across-the-Board Extraction

One place where subject/nonsubject asymmetries have been observed is in across-the-
board extractions in coordinate structures. With one small addition, the above account of
extraction in English accounts for the across-the-board facts.

In English, across-the-board extraction can involve subjects at the top level of the
coordinationinall clauses, or other elementsin all clauses (nonsubjects and embedded subjects),
but not a combination of top-level subjects and other elements.

(100 a Who do you think [[beamed down] and [explored the planet]]?
b. What did you claim [[I brought back] and [everyone thinksis fascinating]]?
C. *Who do you think [[the captain likes] and [got promoted]]?

Acrossthe board extraction of top-level subjectsfollowsautomatically. The outside-in equation
licensing PIv extractionwill terminate at the coordinated complement, and thepiv thusidentified
will distribute among the conjuncts (Kaplan and Maxwell 1988).



(1) a CP

Who do youthink (T comp) =4
_ — — SPvV—

a )
e
As \>s

beaned dowvn explored the planet

b. [Focus [“who"]

C

0 : C
%’RED ‘think (...) E
U Er
SR
O @RED *beamed down {...)
%OMP TPV
O e 0 L

‘ O O
B %RED explore (...)' 5

g LGN [the planet” |5 %

However, sinceother functions canna be li censed as the lower end of extradion dependencies
by outside-in spedfication (by the Pivot Condtion), they must invalve inside-out designation.
Inside-out designatorscanna “escgpe” conjoined structures. Theonly way tolicenseaaossthe-
board extradion in these cases is to asciate the root of the wordinated structure with the
foll owing equation:®

(12 ( DbF) =((compP* T) DF)

This“copy’ DF will be distributed between the conjuncts.

3Joan Bresnan (personal communication) helped we work out some of the formal detail s here.
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(13 a CP

What did youclam (T comp) =4
({ DF) =((compP* 1) DF)
__NN_ s
— ~
7~ ~
/o let and ~ le

| brought e badk everyonethinks (T comp) =1
(T DF) = (T comP' PIV) IP
T~

isfascinating

b. [FocusS [“what”
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HH

Given this g/stem, thereis no way to license the subjed-norsubjed version.

Other languages have dightly diff erent patterns. For example, acordingto Saiki (1985
in Japanese no subjed-nomsubjed combination is permitted in acdossthe-board extradion,
regardiess of degree of embedding. The detalls will depend on which nodes the various



functional uncertainty equations are annatated to.*

3.3. The that-trace effect

One of the best known, andleast understood, constraints on extradionisthe “that-trace
effed.” It is usualy attributed to some ad hoc structural restriction. The theory of pivots
provides a new approad, one which is more principled and lessarbitrary.

Thefirst observationisthat, contrary to what isgenerally suppased, the that-traceeffea
isalexicd property of the head complementizer. For example, asobserved by Shlonsky (1988,
in Hebrew the complementizer 3e‘that’ doesnat inducethe that-traceeffed, whileim‘if’ does.

149 a Mi taata S nicex e ha romulanim?
who you.clamed that defeaed ACC the- Romulans
‘Who dd youclaim (that) defeaed the Romulans?

b. *Mi &dta im nicex et ha- romulanim?
who you.asked if defeaed ACC the- Romulans
‘Who dd youask if defeaed the Romulans?

Sohin (1987 claims that some spedkers of English display a similar pattern. So the that-trace
effed will be due to some marking in the complementizer’ slexicd entry.

The second observation abou the that-trace phenomenon is that different types of
complement clauses are more or lessclosely boundto the main clause. For example, Givon
(1990 517) dates that “cognition-utterance” verbs take complements which are lessclosely
bound to the main verb than verbs of modality and manipulation. He dso dscusses diff erent
types of complements, and olbserves that finite complements involve awegker bond than
norfinite. These two observations are related to ead other, since verbs of cogntion and
utterance ae more likely to take finite complements.

The complementizer, which marks the type of complement, isanatural placeto exped

“In this edfic case, Saiki propeses that the outside-in equation is annatated to the root of the relative dause. We
also assume that an ouside-in equation can be aociated with the root of the aordination.

(i) a NP - S NP
L O(t ADY) 1=
(1 DFPRED) = ‘PRO’
((1 DF) = (I GF* PIV))
b. S-S CONJ S
(k) ((T DF)=((GF*T)DF))i Ot

((T DF) = (1 GF* PIV))

If PIV extradion cannd be licensed inside-out, this will result in the Japanese fads.

®Shlonsky attributes this to Se cliti cizing to the element to its right. He claims that e is a “phoretic ditic” onthe
grounds that it is not related to another word (the way English that is), it canna be contrastively stressed, and canna
occur inisolation. He then argues for the posshility of syntadic cliti cization onthe basis of a problematic (by hisown
admisgon) analysis of multiple wh constructions and onthe basis of a particular analysis of freerelatives in Hebrew.
The argument for Se even being a phoretic cliti c iswedk, asthat is a so resistant to contrastive stressand canna occur
(as a complementizer) inisolation.



notionssuch asthebondbetween clausesto begrammaticdi zed. And, under thetheory proposed
here, the bondbetween clausesislocdized in the Piv. A loose bondwith the main clause could
then be formalized asalexicd spedficaion onthe complementizer blockingidentity of the Piv
with some higher element.

(25 (T PAv) # ((GF* comPT) GF)

Thislexicd spedficaion hesthe that-trace €& ed asits consequence

4. Control constructions

Control constructionsprovideaclea exampleof thecomplex interplay between national
construction types and formal analysis. In the standard LFG analysis, equi constructions can
invalve either functional control or anapharic control.® While standard analyses identify the
controlleeas invariably suBj, the theory of GF and Piv make diff erent predictions for the two
constructions. Anaphaic control is formally smilar to “pro-drop’: the verb licenses an
unexpressed pronounas one of its arguments.

(16) (T ControlleePrRED) =‘PRO’ + constraints on referential posshiliti es for Controllee

Functional control, ontheother hand, isalexica property of thegowverningverb, which speadfies
that one of its argumentsisformally identicd with an element in the xcomp.

(17) (T Controller) = (T xcomp Cortrolleg

Dueto length limitations, we will not ded with the controller. We will, however, consider the
nature of the controlleein these two constructions. In the case of anaphaic control, the verb
speafiesinformationabout one of itsarguments. Such argument-related spedficaionissubjed
to the relational hierarchy; if it islimited to asingle argument, it is limited to Gr. On the other
hand, in functional control information abou an element in alower nucleusis spedfied. Under
the Pivot Condtion, such spedficaioncanonly involveriv. Wetherefore predict that anapharic
controll ees, if they arelimited at all, will be limited to GF, whil e functional controll ees must be
PIV. Thiscan, of course, only betested in languages which do not automaticdly identify GF and
PIV.

Onelanguage in which the prediction holdsis Tagalog’ (Kroeger 1993. Kroeger shows
that in Raising, which hasto be functional control, the wntrolleeis the piv.?

®0Or acomplex predicate mnstruction. Complex predicates, whatever the corred analysis, involve manipulations of
a-structure, so we will i gnare them here.

"Abbreviationsinthe glosses: Asidefromthe obvious, ACT=Active“voice”, DO=Dired Objed “voice”, IO=Indired
Objed (or Dative) “voice”, COMP=complementizer, LNK=linker. | glossthe Case marker for nongvot Actors ERG.

8 n some languages, particularly Polynesian languages, Raisingis nat limited to PIv. We conjedure that these all ow
inside-out raising. Thisconclusionisreinforced by thefad that in at least some of these languages aresumptive pronoun
isallowed inthe xcomp. Tagalog,too, has what Kroeger cdlsthe “copyraising’ construction, in which the cortrollee
isnot thepiv.
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(18 a (Kroeger (2.112))
Pinang a&kadaan s Fide na makakagawa
IMPERF- thinklO NOM Fided COMP ACT.NONVOL.FUT.do
ng mabute.
ACC good
‘Fidel isthough to be &leto dosomething good

b. (Kroeger (2.13))
Mal apit na s Manuel na huihin  ng  pdlis.
STAT.close dready NOM Manuel COMP cach.DO ERG pdlice
‘Manuel isabou to be arested bythe padlice’

For equi, he shows that, for semantic reasons, the cntrollee must be the Actor (i.e. GF).
However, thereisalexicdly defined classof verbswhich all ow either the v or the GF to bethe
controllee

19 a (Kroeger (4.48))
Nagpilit s Maria -ng  bigy-an ng pera ni Ben.
PERF.ACT.insdst.on NOM Maria COMP give- IO ACC money ERG Ben
‘Mariainsisted on eing gven the money by Ben.’

b. (Kroeger (4.54))
Nagpilit s Maria -ng  bigy-an ng pera s Ben.
PERF.ACT.insist.on NOM Maria COMP give- IO ACC money NOM Ben
‘Mariainsisted on gving money to Ben.’

Kroeger identifiesthe more common GF controll eeconstructionasinvolvinganapharic control,
andthe lexicdly governed PIv controllee @nstruction as invalving functiona control.

WhileKroeger’ sacourt of functional control fitsour predictionexadly, more nealsto
be said abou anapharic control. On the one hand, Kroeger clams that semantic constraints on
control are enoughto acount for the properties of the @nstruction, while on the other he
asumesauniversal syntadic constraint limiti ng controll eesto core arguments. It can be argued
that Tagalog has a syntadic constraint licensing GF as anapharic controll eg a constraint which
operatesin parall € to the semantic restrictions on control. Consider complement verbsin the
nonvditi vemood Because of the semantics of nonvditi ve mood, the complement GF canna be
the controllee However, in at least some caes, the GF can be an unexpressed pronounwith
arbitrary interpretation.

(20) (Kroeger (4.46a)

Nag- atubili g Maria -ng ma bigy-an ng pera
PERF.ACT- hesitate NOM Maria COMP NONVOL- give- IO ACC money
s Ben.

NOM Ben

‘Maria hestated for (someone) to gve the money to Ben.’

According to Kroeger, arbitrary interpretation is a property of anapharic control; pro-dropin
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Tagalog does not alow it. This unexpressed GF must therefore be licensed by the same
medanism that li censesanapharic control. In thiscase, it canna be the semantics of the control
construction, becaise those semantics rule out control with a nonvditi ve complement. It must
be asyntadic spedfication allowing an urexpressed pronounwith control properties as GF.

In other languages, equi may be more consistent. For example, in Chukchee (Comrie
1979 and Inuit (Manning 1996 the controll eeisalways GF, andin Balineseit isalwaysthe piv
(Arkaand Simpson1998. Such languagesuseonly anapharic control or only functional control.

5. Comparison with Inverse Mapping Theory

The theory proposed here contrasts with the generally accepted theory of ergative and
Phili ppine-type languages in LFG. The more @nwentional approad, spelled ou most
completely by Manning (1996, can be cdl ed the “inverse mapping theory.” According to the
inversemappingtheory, languagesdiff er in themappingof argumentsto grammaticd functions.
Nominative-acaisative mapping maintains the astructure hierarchy at f-structure, with the
thematicaly most prominent core argument mappingto susJ andthelower oneto oBJ. Ergative
mapping, onthe other hand, reversesthe hierarchy: the thematicdly most prominent argument
ismapped to oBJ andthelower oneto suBJ. Onthisview, our PV isSuBJ, and our GF isthe most
prominent argument in a-structure (6 in standard LFG terminology, “a-structure susJ’ in
Manning' s). Thetheory proposed here has both conceptual and descriptive’ advantages over the
inverse mapping theory.

Theinverse mappingtheory belongsto afamily of approades, includingthe Relational
Grammar analysis of Bell (1983, which trea GF and piv as diff erent types of suBJ, or suBJs at
diff erent levels(a-gtructure/f-structure, initi a stratum/final stratum). Calli ngthem diff erent types
of suBJ implies that they are esentialy the same type of entity, with similar properties.
However, as we have seen, PIv properties and GF properties are completely ditinct from ead
other. Even cases that appea superficially to overlap, such as being the controlleein equi
constructions, turns out on closer analysis to invalve distinct formal constructions. The daim
made here, that the two functions are formally distinct but coincide in most languages, is more
in line with this observation.

More spedficdly, approades like the inverse mapping theory conceptuali zes them as
having the same esential function at two different dimensions of lingustic structure. The
inverse mapping theory identifies this function more spedficdly as expresson d relative
prominence of arguments. GF and PIv are thus both argument functions. This distinguishes it
sharply from the approach argued for here, under which PIv isnot an argument function. At the
outset, we agued that a theory of grammaticd functions $oud explain the properties of
syntadic elements; as we have shown, the properties of PIv are nat argumenthood properties.
The inverse mapping theory can stipulate that, for example, in certain languagesonly “surface
grammaticd” subjedscan extrad, but it canna explain this. The theory of pivots explainsthis
and aher properties.

Finaly onthe conceptual plane, thereis somethingimprobable abou inverse mapping.
It isunderstandable that in mapping from one dimensionof lingustic structure to ancther basic
concepts of prominence would be maintained. The sketch of argument mapping presented by

°| say “descriptive” instead of “empiricad” because it is not clea to me that the theories can be distinguished
empiricdly. That is to say, any empiricd fads that can be expressed in ore can also be expressd in the other. The
guestionis rather how natural the description d empiricd fadsis.
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Jakenddt (1990 isbased onahierarchy-to-hierarchy mapping, andthisisalso theideabehind
the OT concept of Harmonic Alignment of prominence hierarchies. Inverse mapping seans
strange under such aview.'°

The theory propased hereis most like Schaditer’ s seminal paper (1976 on Phili ppine-
type languages, Schadter also propcsed that two quite distinct grammaticd functions are
involved, dthoughhewasnot very preasein definingthefunctions. Simil ar analyseshave been
proposed within Government/Bindingtheory, suchasGuilfoyle, Hung and Travis (1992 study
of Phili ppine-type languages and Bittner and Hale’' s (1996 discusson of Casetypaogy. Inthe
GB version, the functions are expressed in terms of structural positions: GF in the VP-internal
“subjed” postionand Piv in [SPEC, IP]. Bittner and Hale even explicitly state that their PIv
positionisan “A” (nonargument) position. The GB version, lacking a ancept of grammeaticd
function, is lesspredictive, and the macdhinery is convduted, being baesed on Case-induced
movement. The LFG versionisthus conceptually preferable to the GB version as well.

As mentioned above, there ae dso descriptive problems with the inverse mapping
theory. One such descriptive problem isthat it conflates the agument structure oncept 6 and
the grammaticd function GF. Since a-structure—f-structure mapping preserves prominence
relations, this conflation is usualy innccuous. In fad, Manning seans to consider it an
advantage. However, as he himself points out in hisdiscusson d binding theory, while many
languages seem to allow any X (i.e. either & or GF) to antecede reflexives, there are some that
arelimited to one or the other, such asMalayalam (in which only GF can be the antecelent) and
Marathi (in which orly 6 can be the antecedent).

Certain phenomena in Indoresian have been discussd in LFG, using the inverse
mapping theory, by Arka and Manning (1998. Much of their analysis can be translated in a
straightforward manner into thetheory propaosed here. However, certain aspedsof their analysis
are problematic under their assumptions and simple under ours. Consider the question o
structural redizaionof arguments. ThePiv inIndoresian appeasclauseinitialy, in[SPEC, I1P].
Withinthe VP, theverb isfoll owed by non-piv arguments other than the (non-piv) Agent (GF).
The Agent (GF) appeasinitialy inthe VP, either asapronounor acliti c onthe verb. Under the
inverse mapping theory, non-rPiv Agents and non-piv Patients both bea the function oBJ, even

%Chris Manning (personal communication) has objeded to this objedion onthe grounds that identifying PIv with
0By, as| clam syntadicdly ergative languages do, also involves amismatch of prominence acossdifferent linguistic
dimensions. While Manning's paint does have some validity, and this may explain therarity of languagesin which piv
is not automaticaly associated with GF, thereis afundamental conceptual diff erencebetween inverse mapping and the
theory of pivots. Mappinginvolvesrepresentingesentially the samerel ations (spedficdly, predicae-argument relations)
at different dimensions of linguistic structure. An argument is the most prominent argument ultimately because of its
positionin conceptual structure. The most sensible system of mapping,andwhat | claim is the only avail able one, will
maintain this prominencethroughto the syntax. Beingariv, like beingaToric or being picked out by contrastive stress
representsadiff erent type of prominence, oneunrel ated to argument statusandultimately unrelated tolexicd conceptual
structure. It also dees nat invalve mapping from one level to another (sincePiv and GF are both f-structure functions).
It simply assgns a secondfunction to an element which is alrealy part of the f-structure. In cther words, denying Piv
the status of an argument function is nat mere terminology; it refleds the wre diff erence between the gproaches.
Manning also observes, quite corredly, that despite the apparent negative reading that his theory gets here, there are
some fundamental issues onwhich we arein complete agreement. Foremost amongtheseisthat heand| both rejed an
analysis of syntadicdly ergative languages in which al sentences are intransitive, with the egative agument being
similar to apassve by phrase.
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though they have completely digoint distributional properties. The phrase structure rules
therefore need to refer to norsyntadic representations. Under the acount proposed here, only
Patients are oBJ; Agents are GF.

Arka and Simpson (1998 discusscontrol in Balinese from the perspedive of inverse
mapping theory. They argue that Balinese control is problematic for the dasscd LFG theory
of control (Bresnan 1982, becaise (functionally) controlled arguments need na bea the
functionxcomp. The evidenceisthat functionally controll ed arguments, bath equi andraising,
can be “subeds’ (i.e. PIvS).

21) a Equi (Arka and Simpson (2))
[naa ubad ento] tegarang tiang
ACT.ea medicine that DO.try |
‘To take the medicine | tried.’

b. Raising (Arka and Simpson (57))
[ng- dih LuhSari] ane tawang=a tiang
ACT- lookfor LunSari REL DO.know=3 |
‘Looking for Luh Sari iswhat (s)he knows of me.’

The inverse mapping theory f-structure for (21a) is(22a); oursis (22b).

[SUBJ [PRED ‘ed <(T suBJ) (1 OBJ)>’mj
B HoBJ  [“that medicine” %
] L
%’RED ‘try <(T oBJ) (1 SUBJ)>’ E

EOlN “1"
b. O] [PIV
0 [&F
%’V %RED ‘ed <(T GF) (1 OBJ)>'
B By [“that medicine’ |
[PRED “try <(T GF) (1 XCOMP)>'
L. wyn
oF ]
Excomp

Under the theory propcsed here, the Balinese wntrol fads do nat contradict the classcd LFG
theory of control. What makes Balinese different is that one redizaion d the “dired obed
voice” morpheme equationis:

(23) (T PV)=(T xCcomp)
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That isto say, Balinese dlows xcompPsto be Piv.

The theory of pivots is thus preferable to the inverse mapping theory of ergative and
Phili ppine-type languages. It has stronger conceptual groundng, ismore explanatory, provides
more adequate descriptions of lingustic fads, and is more @nsistent with theoreticd
asumptionsin LFG.
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