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ABSTRACT

LFG has been widdly used to analyze English language & well as other
languages from linguistic point of view [Joan Bresnan 2001 Louisa Sadler 1996,
including Chinese [Lian-Cheng Chief 1996 One-SoonHer. 1997. A new diredionin
LFG research field is applying it to language computation, ranging from parsing to
maadine translation [Louisa Sadler, Josef van Genabith, and Andy Way 200Q Mark
Johrson 200Q Miriam Butt, Stefanie Dipper, Anette Frank, and Tracy Holloway King
1999. However, the LFG-based work in Chinese @mputing is rather rare
[Lian-Cheng Chief, Chu-Ren Huang, Keh-Jiann Chen et al 1999.

The airrent framework of LFG shows two folds when being employed in
Chinese computing tasks: it is quite powerful for linguistic representation, bu seans
not to be strong enough for Chinese computation — there exists some room for
improving the formalism of LFG. This paper will focus on these two isaes,
suggesting some possble aigmentations on LFG paradigm, though the ideais dill
preliminary. The aithor believes linguistic resources, such as annaated corpora,
mainly semantics-oriented, are dso required to make manipulations on the augmented
paradigm possble. The total solutionis based onnat only academic research bu aso
engineaing redization—it will not work withou either.



1. Introduction’

LFG has been widely used to analyze English as well as other languages from
alinguistic point of view [Joan Bresnan 2001 Louisa Sadler 1994, including Chinese
[Lian-Cheng Chief 1996; One-Soon Her. 1997. A new direction in LFG research
field is applying it to language @mputation, ranging from parsing to madine
trandation [Louisa Sadler, Josef van Genabith, and Andy Way 200Q Mark Johnson
2000 Miriam Butt, Stefanie Dipper, Anette Frank, and Tracy Holloway King 1999.
However, the LFG-based work in Chinese mmputing is rather rare [Lian-Cheng Chief,
Chu-Ren Huang, Keh-Jiann Chen et al 1999.

The arrent framework of LFG shows two folds when being employed in
Chinese computing tasks: it is quite powerful for linguistic representation, bu seens
not to be strong enough for Chinese computation — there eists sme room for

improving the formalism of LFG. This paper will center on these two isues.

2. LFG for Representing Chinese Linguistic Phenomena
LFG is powerful in describing linguistic phenomena of Chinese. Even a very
sophisticaed sentential construction could be succesfully explained by LFG. Take

sentence 1 as an example:

@) Zhang-san fang4d gou3 vyao3 sS3 e Li-si.
personl send da bite die AUX person2
N1 V1 N2 V2 V3 AUX N3
Zhang-san sent the dog to bite Li-si, and Li-si died.
The following observations hald for this quite mmplex sentence (i) N1 and
N2 are SUBJECT and OBJECT of V1 respedively; (ii) V2 and V3 form a verbal
phrase VP in c-structure (V3 serves as the mmplement of V2 syntacticdly); (iii) from
f-structure point of view, N2 and N3 shoud logicadly be SUBJECT and OBJECT of
V2, meaawhile N3 logicdly be SUBJECT of V3; and (iv) “yao3 si3 le Li-g” is

XCOMP of V1 (seeFig 1).

" This research is supported by 973 Project of China under grant no G1998030507 and Foundation for the
University Key Teacher by the Ministry of Education of China.



N1 d\w P\NP

/ N\

Zhang-san fangd N2 VP AUX N3

N[

goB V2V3le Li-s

yao3 sSi3

SUBJ |:PRED‘Zhang-san’ ]

PRED  ‘fang4<(t SUBJ) (1 OBJ) (1 XCOMP)>’

OBJ [ PRED ‘gou3

XCOMP [ SUBJ -
PRED ‘yaon3<(t SUBJ) (1 OBJ) (1 XCOMP)>’

OBJ [ PRED ‘Li-si’

XCOMP SuBJ
PRED ‘si3<(1SUBJ)’

Fig.1 The cstructure and f-structure of sentence (1)

Thowgh the mapping from c-structure to f-structure for (1) is not
straightforward (note that V2 and V3 shoud be combined syntadicdly whil e split out
semanticdly), it can still be built up qute easily suppaing that one has already
comprehended the sentence in advance We would get similar conclusions when

deding with ather types of typicd linguistic constructionsin Chinese.



3. LFG for Chinese Computing
3.1. The Role of Semanticsin Computation

Here, | would like to show that LFG, as a computational formalism, still has
some limitations for Chinese computing. The fad that Chinese is an infledion-free
language (for instance, neither change in form nor explicit marker is used when averb
functions as main verb, clause, infinitive, modifier of nours, or head of noun phrases)
may result in large number of ambiguities at every linguistic level for madines. The
mapping between c-structure and f-structure, as well as the mapping between
f-structure and astructure ae extremely difficult to figure out, if semantic

informationis nat provided sufficiently. Consider agroup d sentences:
(29) Zhang-san &3 si3 le gou3.
person ht die AUX dog

N1 V1l V2 AUX N2
Zhang-San hit the dog, and the dog died.

(2b) Zhang-san hel zui4 le jiu3
person dink dunk AUX wine
N1 V1 V2 AUX N2
Zhang-san drank (the wine), and (Zhang-san) got drunk.

(20) Zhang-san kul zhomg3 le yan3jingl.
person cry ‘getturgid AUX eye
N1 Vi V2 AUX N2
Zhang-San cried, and (his) eyes got turgid.

The cstructures of these three sentences are patterned in the same way, but
their f-structures are quite different, as illustrated in Fig.2: in (2a), N2 is bath
OBJECT of V1 and SUBJECT of XCOMP; in (2b), N2 is gill OBJECT of V1, bu
SUBJECT of XCOMP beammes N1, in (2c), N2 serves only as SUBJECT of XCOMP,

nolonger OBJECT of V1.
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Fig.2 The f-structures (sketch) of sentences (2a) (2b) and (2c)

What makes the distinction here? The axswer is obvious: it is nothing but
semantic constraints among V1, V2, N1 and N2 control the one-to-many mapping
processes from c-structure to f-structures.

Similar cases can be frequently encountered in Chinese. Consider another
group of sentences which concerns “V1+N1+de+N2”, a popuar syntacticdly

ambiguous construction in Chinese:

(33 Yao3 liedren2 gou3
bite hunter AUX dog
V1 N1 AUX N2
The dogthat bites the hurter (NP)
To bite the hunter’s dog (VP)

(3b) Yao3 liedren2 jil
bite hurter AUX chicken
V1 N1 AUX N2
To hite the hurter’s chicken (VP)

(30) Yao3 tudzi3 ke gou3
bite rabbit AUX dog
V1 N1 AUX N2
The dogthat bites the rablit (NP)



Both the cstructures and f-structures of these sentences differ thistime. Again,
semantic constraints among V1, N1 and N2 play criticd role in the relevant analyses,
determining which sentence out of (3a) (3b) and (3c) is redized as ‘true’ syntadic

ambiguity and which ore does nat (Fig. 3):
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Fig.3 Semantic constraints in pdentially ambiguous construction “V 1+N1+de+N2”

The situation can be even more complicated if word segmentation ambiguities
are to be included. Incorrect segmentation may still lead to a syntacticdly
well-formed bu semanticdly ill-formed ‘sentence. For example, given the inpu
sentence “Zhang san fang4 huo3shaol si3 le mei4 mei4” (note that each token hereis
a Chinese dharader, rather than word, and there is no spadng between either adjacent

charaders or adjacent words in arigina writings), the crrect segmentation for it



shoud be:

(49) Zhang-san fang4 huo3 shaol s3 e meidmei4.
person make fire burn de AUX sister
N1 V1 N2 V2 V3 AUX N3
Zhang-San set up a fire, to burn (my) sister, and sister died.

But another possble segmentation exists, -- it is well-formed syntadically but
amost ill-formed semanticdly (and, the sense of ‘fang4’ is changed from ‘make’ in
(4a) to ‘put on' in (4b)):

(4b) Zhang-san fang4 huo3haol si3 e meidmei4.
[erson pton c&ke die AUX sister
N1 V1 N2 V2 AUX N3
Zhang-San put on cake, and sister died.
In order to filter out (4b), a cwmputational mechanism at semantic level is

absolutely necessary.

3.2. Possible Augmentation on LFG Framework

The point addressed here is that semantic analysisis likely to be in a dominant
pasition in computing Chinese sentences. Manipulations on a-structure, f-structure
and c-structure shoud be carried out jointly and in paralel. To render LFG truly
computable for Chinese, | believe that some aigmentationis needed acordingly:

(1) Experiencetellsusit iseasy for human to reveal those semantic constraints,
but how abou madines? Recdl sentence (1). Suppase amachine is asked to derive
f-structure from this inpu sentence The pattern of the cstructure of the sentencetail
“goud yan3si3leLi-g”, istotaly the same as that of the sentences (2a) (2b) and (2c).
Which f-structure in Fig.2 shoud be asdgned to this fragment (The corred one is
(2a))? Of course, we need to feeal all the relevant knowledge to the machine. To
enable the madine to trea unrestricted texts, the knowledge ought to be given in
detall and systematically, -- in more computational terms, it must take every
combinatoria posshility of constraints among V1, V2, N1 and N2 into accourt. An

acarate way of providing such knowvledge is to take ‘word’ as basic fadoring unit in



lexicon, that is, attempting to enumerate every collocaionlike ‘semantic’
correspordence between every possble word pair (In fad, the lexicon aganized

under current paradigm of LFG invalves this 2ort of information implicitly).

da3: V, (1PRED) = ‘ da3 < (1SUBJ)(1OBJ)(1XCOMP)>’
(1SUBJ PRED) = ‘Zhang-san’
(1OBJ PRED) = ‘gou3’
(1XCOMP SUBJ PRED) = ‘gou3’

(1XCOMP PRED) = ‘si3< ({SUBJ)>’

hel:  V, (tPRED)="hel <(}SUBJ)(1OBJ)(}XCOMP)>’
(1SUBJ PRED) = ‘Zhang-san’
(1OBJ PRED) = ‘jiu3
(1XCOMP SUBJ PRED) = ‘Zhang-san’

(1XCOMP PRED) = ‘zui4< (1SUBJ)>’

kul:  V, ({PRED)="‘kul <(1SUBJ)(1XCOMP)>’
(1SUBJ PRED) = ‘Zhang-san’
(1XCOMP SUBIJ PRED) = ‘yan3jing1’

(1XCOMP PRED) = ‘zhong3< ({SUBJ)>’

In the case, the number of combination can be patentialy |V |* * | N |?, where

|V |and | N | isnumber of verbs and nours in the lexicon respedively. Imagine what

a complex picture it would be! It isimpasshble to establi sh such alexicon when fadng
the red world of Chinese language.

An dternative solution is to make some degree of approximations, shifting
from ‘word’ to ‘semantic dass of word’, and describing semantic constraints over
semantic dasses rather than word. The advantage of doing so is that the complexity of

the task can be reduced dramaticaly — the number of word classs is at least one or



two orders of magnitude smaller than that of words — so as to make the computation

feasible:

da3: V,

hel: V,

kul: V,

(1PRED) = “4HIT <({SUBJ)(1OBJ)(1XCOMP)>’
(1SUBJ PRED) = 2¥HUMAN

(10BJ PRED) = 2#ANIMATE

(1XCOMP SUBJ PRED))

(1XCOMP PRED) = *2#DIE< (1SUBJ)>’

(1PRED) = ¢ #DRINK <({SUBJ)(1OBJ)(1XCOMP)>’
(1SUBJ PRED) = 2¥HUMAN

(10BJ PRED) = %#WINE

(1XCOMP SUBIJ PRED)

(1XCOMP PRED) = *‘%#GET-DRUNK< (1SUBJ)>’

(1PRED) = ‘#CRY < (1SUBJ)(1XCOMP)>’
(1SUBJ PRED) = 2¥HUAMN
(1XCOMP SUBIJ PRED) = 24EYE

(1XCOMP PRED) = ‘2#GET-TURGID < (}SUBJ)>’

Where the symbd ‘# denates the succeeling entity is a semantic dass and ‘7

means that the madine neeal to find a word with the semantic dass pecified by the

succealing ‘# intheinpu sentence

(i) In addition to the lexicon, a WordNet-like semantic system (including a

conceptual hierarchy and a relation system among concepts, in particular among

adion concepts) is also indispensable, as required by the inference mechanism in

computation.

(iii) To cope with avariety of ambiguitiesin conducting c-structure, f-structure

as well as astructure of any Chinese sentence effedively and efficiently, certain

statistica medhanism shoud be incorporated into the LFG paradigm. For instance, we

say that (4b) isill-formed in meaning, -- this gatement is relative: both “Zhang-san



fangd huo3haol” and “Zhang-san si3 le meidmei4” are well-formed semanticdly, so
their combination “Zhang-san fangd huo3haol si3 le meidmei4” may still appea
some degree of rationality. Though the sentence (4a) can be gproved by ‘pure
logicd-form based cdculations in terms of computational resources provided in (i)
and (ii), the disapproval of the sentence (4b) will largely depend on the logica
relation between two actions, #PUT-ON-ITEMS and #DIE. The dedsion could be
made in terms of the probability of (4b):

PROB(* Zhang-san fang4 huo3haol’, ‘ Zhang-san si3 le mei4mei’)
~PROB(‘fang4'(put on))* PROB(‘die)*
PROB(#PUT-ON-ITEMS | 'fang4’) * PROB(#DIE | ‘die) *
PROB#PUT-ON-ITEMS, #DIE)
~PROB(#PUT-ON-ITEMS, #DIE)

All the &owe statistical parameters are to be derived from large scae
anndaated corpora.

(iv) In line with (iit), the operation ‘unification' in LFG ought to be aigmented
to fit the statisticd calculation. A new attribute ‘PROB’ shoud be alded into bah
static lexicd entries in lexicon and f-structures dynamicdly generated during parsing
procedure. The value of ‘PROB’ of two unfied fedure sets is cdculated from the

value of ‘PROB’ of ead, in principle.

4. Conclusion

Inspired by work on Chinese computing, this paper has suggested some
augmentations on LFG paradigm, thowgh the ideais very preliminary. Other resources,
such as anndated corpora, mainly semantics-oriented, are dso required to make
manipulations on the augmented paradigm possible. It is obvious that the total
solution is based on na only academic research bu also engineering realization — it

will not work withou either.
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