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Abstract

This paper presents a formal semantic analysis of the plaaaling of split control sentences in the context of the prop
sitional theory of control in the framework of LFG and GlueorFentences that involve a collective controlled verb, the
proposed analysis provides, for the first time, an adequateastic derivation that does not require anaphoric reisolf

the understood subject.

Two extensions of the existing frameworks are proposedderoto derive the meaning of such sentences. The concept
of multi-functional controbroposes to represent the contribution of multiple granmabfunctions to the understood subject
of the controlled sentence as a set of f-structures. Such easebe assigned non-distributive features that deschibe t
understood subject, such as the semantic number. The ngezfmitulti-functional control sets is derived usingeta meaning
constructorghat extend the semantic derivation process by providiagrieans to derive the meaning of f-structure sets when
the number of set elements is a-priori unknown. We also stmwrlksource sensitivity issues can be resolved by employing
the multiplicative fragment of the underlying linear logic

As an additional result, meta-meaning constructors cansbd to solve the problem of coordination of more than two
conjuncts.

1 Introduction

Split control sentences such as (1) and (2) are sentencdsiéh Wwoth the grammatical subject and object jointly cdouité
to the meaning of the understood subject. Split controlesergs may have a single (plural) reading, as in (1) or botjuan
and plural readings as in (2) (John may or may not accompamy Mzon leaving the restaurant).

(1) John persuaded Mary to meet in the restaurant
(2) John persuaded Mary to leave the restaurant

Meaning derivation of split control sentences in LFG’s Ginierface is challenging in several respects. The first tipres
to consider is anaphoric vs. functional control. While ar@ajhcontrol is commonly used in LFG analyses of equi verbs,
some phenomena are better described using functionabtolrtr example, the intransitive verbeetrequires a semantically
plural understood subject, as shown in (3), and this reiniés best described using functional control, as shovgegtion 3.

3) (a) *John tried to meet in the afternoon
(b) The committee tried to meet in the afternoon

Asudeh (to appear) also proposes a functional control arsalgr some English equi verbs, but points out that a funetio
control analysis cannot be used to describe split antetgdsimce the understood subject can be shared with only one
grammatical function of the matrix sentence. In order torceme this inherent restriction of functional control, weose

to extend the idea of functional control analysis in a wayt tauld account for split control sentences. In this paper
we introduce amulti-functional controlanalysis, that uses a set to represent the contributiortgeaditferent grammatical
functions to the understood subject.

The next step in the meaning derivation is performed at theaséc level. While the meaning derivation in the property
approach (Chierchia, 1984; Dowty, 1985) is straightfodydine propositional approach (Pollard and Sag, 1994; Dudtg,
2001) poses two kinds of challenges. First, the meaningedfittilerstood subject must be computed, while accountirtgdor
possibility of an unlimited number of set elements. HarglBets of unlimited size is problematic in the current Glualysis
and relies on the use of the ’!" (of course) operator. We agkltiis challenge by presentingeta-meaning constructotisat
can also be used to derive the meaning of noun phrase cotiodindhe second challenge is handling resource sengitivit
issues, which is addressed by duplicating the requirediress in the multiplicative fragment of the linear logic.

The objective of this work is to provide the formal framewtdinkat allows the derivation of the plural reading of sentesnce
such as (1). When such a reading constitutes the only pose#ading our framework correctly derives its semantics.theo
case$ both readings are allowed — the plural reading is derivedgueur framework and other readings can be derived as
alternatives.

The rest of the paper is organized as follows: Section 2 ptegke basic background and surveys some relevant work.
Section 3 discusses the semantic number of noun phrasesafigct on the grammaticality of control sentences. $aati
briefly presents the c-structure rules that are used in atéiv of control sentences. Section 5 presents the muititfonal
control approach. Section 6 presents our approach to theingederivation of sets. Section 7 provides the meaningydtoin
of multi-functional control sentences using meta-meawgimgstructor that were presented in section 6. Section 8wdes.

1in some cases the plural reading is the preferred, but notrttyegpossible reading.
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2 Preliminaries and previous work

2.1 Glue

The standard LFG analysis (Kaplan and Bresnan, 1982; Bne2081; Dalrymple, 2001; Falk, 2001) represents the seaten
as a combination of a constituent (c-)structure and a fanati(f-)structure. Since LFG is a syntactic theory, neiiteucture

is intended to represent the meaning of the sentence. Thel@lguage (Dalrymple, 1999, 2001) provides the bridge d&etw
the f-structure and the sentence meaning by providing trenmor deriving the sentence meaning from the meanings of it
constituents, based on their grammatical function in thedeture?

Before deriving the meaning, the meaning representatioguage must be chosen. In this work we use model theo-
retic semantics (Montague, 1970, 1973) in conjunction il simply typedi-calculus (Hindley, 1997) as the meaning
representation language. The type system is built from tagictypes — the type represents a truth value and thigype
represents an entity in the model’'s domain. Higher typebuaitd upon these two basic types. Other possibilities foanireg
representation language exist as well (e.g., intenti@mtatl(Montague, 1973) and DRT (Kamp, 1981)).

Glue makes use of linear logic (Girard, 1987) in the meanariydtion process. Linear logic is a resource-sensitigeclo
which makes Glue meaning derivations resource sensitive The essence of a linear resource logic is that each premise
must be used exactly once in the derivation. That is, presréa@not be freely discarded or duplicated. For example, in
propositional logic{a,a — b,a — ¢} I b. However the linear logic counterpart doesn’t have anydvadirivation:

{a,a — b,a — c} /b a —o ¢ cannot be discarded
{a,a — b,b—oc}tec all premises are used exactly once
{a,a —b,a —b—oc}ltfc a cannot be used twice

Glue extends the LFG projections infrastructure by prasgrihe semantic (s-)structure and a mapping functigrtifat
maps elements of the f-structure to elements of the s-seicfThes-projection of an f-structure is denoted byrandex
(e.g., thes-projection of some f-structurgis j,). Apart from representing the semantic data, s-structalsgsserve as the
premises of the Glue linear logicEach such premise is then paired with a meaning expresstbe imeaning representation
language through the Curry-Howard isomorphism (Curry aeysF1958; Howard, 1980) and such a pair is calleteaning
constructor Each derivation step in the linear logic is therefore aqoanied by the appropriate function application (or
abstraction) on the meaning sitle.

This work uses the multiplicative fragment of linear logighich includes the linear implication operatero® and the
linear conjunction operators’. The elimination rules of both operators are used in thiskywbut only the linear implication
introduction rule is needed. Another required operatonésiniversal quantifiel’ that operates on the linear logic side of
the meaning constructor, while leaving the meaning sidecintThe V' operator allows the substitution ey premise for
the quantification variable (an example appears in figured;Asudeh (2004) for a discussion of the proof term invaganc
for this elimination rule). Just as any other premise, oheauniversal quantification premise is used, it cannot bd again
with a different premise substitute. Appendix A lists afidar logic rules that are used in this work.

Linear logic premises (s-structures) in meaning constrscare semantically typed and these types correspond to the
types of thel-expressions on the meaning side according to the ruleseo€thrry-Howard isomorphism. Therefore, an
additional subscript is attached to theprojection denotation. For example, tlig notation stands for the-projection of
the f-structuref, that is associated with the semantic typ&n many cases the type index is omitted in favor of brevity.

Consider for example sentence (4) and the corresponditrgdtsre that appears in figure 1.

(4) John loves Mary

PRED ‘LOVE<SUBJO0OBJ>’

f SUBJ j[PRED 'JOHN’}

OBJ m[PRED 'MARY']

Figure 1: The f-structure afohn loves Mary

(5) love(john, mary)

2Glue is not unique to LFG. Asudeh and Crouch (2002b) destriveGlue can be used to provide semantics for HPSG.
3Andrews (2003) proposes to eliminate the semantic projetigsl, and to use the f-structures as linear logic resources
4In that sense the Glue approach is similar to the approachegadal grammar (Moortgat, 1997).
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A possible meaning of (4) is (5). The meaning constructaas &ppear in (6) (contributed by the lexical entries) are the
inputs to the meaning derivation process. The labels orefhare not part of the Glue formalism, they are used to refme
the meaning constructors only.

(6) [John]  john: j,,
[Mary]  mary: m,,
[loves] Az.Ay.love(y,x): my, — (Jo. —o fo,)

Figure 2 shows the derivation proof tree of the meaning qft@@gt involves two eliminations of the-5' operator and two
functional applications on the meaning side. The resultrieaning constructor, that describes the meaning of thesent
John loves Mary

Az Aylove(y, x) : o, —o (Jo. —o fo,) mary :mq,
—
john : jg, Ay-love(y, mary) : jo, — fo,
love(john, mary) : f,,

S

Figure 2: The meaning derivation dbhn loves Mary

The meaning constructors appear in an uninstantiated forimei lexicor? The lexical entries oflohn Mary and loves
look like:

@) John NP (] PRED) = ‘JOHN
john: 1,
Mary NP (I PRED) = ‘MARY’
mary : T,
loves V (] PRED) ='LOVE<SUBJ0BJ>’
Az Ay love(y,z) : (1 0By — ((1 SUBYy — 14)

After the f-structure of the sentence is computed, the nrmggeonstructors are instantiated, in a way similar to themgation
of the functional equations.

Example (8) demonstrates the use of universal quantifitaticGlue that is provided by the meaning constructor of
everyondn (9). The f-structure is presented in figure 3 and the mepdérivation is presented in figure 4. It should be noted
that the universal quantifier application is usually imiplielowever, in figure 4 the substitution éf by f,, is shown in detail.

(8) Everyone walked.

(9) everyone N (T PRED) ='EVERYONFE
AP.every(z, person(z), P(z)) : VH.[lo— H] — H

PRED ‘WALK<SUBJ>>’

SUBJ g [PRED ‘EVERYONE
Figure 3: The f-structure dtveryone walked
AP.every(z, person(z), P(z)) : VH.[g,, — H| — H

Newal(s) g, o fo NPevery(s,person(s) P)) - goe = For] = o
every(z, person(x),walk(x)) : fs,

(H = f5)

Figure 4: The meaning derivation &veryone walked

SLexical entries are the primary source of meaning constrachart c-structure rules can contribute meaning constrsiemmwell (Asudeh and Crouch,
2002a).
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2.2 Control

Control sentences can be analyzed as having a subjectletense as a complement of the main verb. Such a complement
is called thecontrolledsentence, and although it does not have an overt syntastib@ct, it has an understood subject (the
controlleg, which contributes to the meaning of the controlled secggust as a regular subject does. Control sentences can
be classified according to the grammatical function thatrodsithe understood subject (tbentroller). Subject contro(10a)
andobject control10b) describe sentences in which the controller is a stibjean object of the matrix sentence respectively.
Split antecedent contrdlLOc) describes sentences in which both grammatical famgontrol the understood subject.

(10) (&) John promised Mary to become a writer
(b) John persuaded Mary to become a writer
(c) John persuaded Mary to meet at the local writers’ convention

Another distinction is made betweebligatory (uniqug control (all examples in (10)) ambn-obligatory(fre€) control
(11). The difference between the two lies in the fact thathfigatory control the controller is uniquely determinedaas
grammatical function of the matrix sentence, which is net¢hse in non-obligatory control.

(11) Diane begged Daniel to leave eatly

The intransitive verbmeetrequires a semantically plural subject, which also resttice possible understood subject in
control sentences. Therefore (12a) is grammatical (theapieading is possible), while (12b) is not (plural readisgot
possible):

(12) (a) John persuaded Mary to meet in the restaurant.
(b) *John tried to meet in the restaurant
(c) Mary agreed to meet in the restaurant
(d) ? Bad weather persuaded Mary to meet in the restaurant

It appears that some control verbs, suctageee prefer and others, allow underspecification of the understoodestibj
Landau (2000) calls such a form of contrgbartial control (as opposed texhaustive contrah (12a)). Partial control is the
reason why (12c) is grammatical, although there is no appaerson that Mary will meet with. If selectional restrigis are
used, sentence (12d) can be also considered as exhibigipgdperties of partial control, although the control verhat one
of the verbs described by Landau. Partial control posegiadél challenges to the meaning derivation of control seogs,
but providing the appropriate analysis for partial conisautside the scope of this work.

LFG commonly classifies control verbs egui(the controller has a thematic role in the matrix sentenodyaising (the
controller does not have a thematic role). This distincaod the question of functional vs. anaphoric control anglsee
extensively discussed in the LFG literature (Kaplan ancsBae, 1982; Bresnan, 1982, 2001; Falk, 2001) and recent work
(Asudeh, to appear).

The c-structure of control sentences can be rather com@ex.work only focuses on the level of the functional and
semantic structures of control sentences and thereforessieree the simplest treatment of control at the c-strucewel.|
In particular, following Falk (2001), this work uses thedmal notation ofVP to describe the category of the infinitive
constructions.

A comprehensive survey of different control types can bafbin Jackendoff and Culicover (2003) and Engh and Kristof-
fersen (1996) list many other resources. Control has redesignificant attention in other linguistic theories aslWste
Chomsky (1981) for treatment in Government and Binding aad &nd Pollard (1991), later revised in Pollard and Sag
(1994, Ch.7) for treatment in HPSG).

2.3 The semantics of control

2.3.1 Propositional and property theories of control

Two major theories provide different semantic analysesctortrol verbs. One approach (Chierchia, 1984; Dowty, 1985)
argues that the control verb’s complement denotes a psopert therefore is called thwoperty approach According to
this approach, the meaning of (13) is (14):

(13) John tried to yawn

6Example (11) is example (114) from Jackendoff and Culicoved®.
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(14) try(john, Az.yawn(z))

This analysis allows correct inference patterns as destridmong other sources, in Asudeh (2002). The second abproa
is the propositional approaci{Sag and Pollard, 1991; Pollard and Sag, 1994) that arga¢gshé verb’'s complement is a
proposition, and this approach is also adopted by Dalryrt0€1). In the propositional theory of control the meanifig o
(13)is

(15) try(john,yawn(john))

Our work was performed in the context of the propositiongdrapch to control.

2.3.2 Current Glue analysis of control

Resource management issues arise when a functional canalysis of equi verbs is combined with the propositionabtiy
of control. Both Dalrymple (2001) and Asudeh (to appearppse (for different languages) a high order meaning cocistru
to derive the correct semantics. The lexical entry of a @nerb try looks like:

(16) try V (1 PRED) ='TRY<SUBJXCOMP>'
(1T xcomp suB)=(T suB)
AP z.try(z, P(x)) : ((T XCOMP SUBJ, — (] XCOMP),) — (T SUBJ, — T,

This approach provides a flat semantic derivation, in whitthdontrol verb is responsible for explicitly substitutitng
meaning of the understood subject into the semantic predica

In section 5 we propose a more structured analysis, in whiglhihderstood subject is specified once only at the f-streictu
level, through f-structure sharing.

2.4 Plural entities

Plural entities are required to describe collective anddative quantification (Scha, 1981) and mass terms (Lini83).9
Plural entities are also needed to represent the meaningplessentences like (17)

(17) John and Mary met.
which cannot be represented by
(18) * meet(john) A meet(mary)

Scha (1981) suggests that entities that represent moretieelement should be represented as a set of elements. Each
element is of semantic type and therefore a set of elements would be of type). Verb predicates can then operate on
atomic elements of typeor on sets of atomic elements of tyfse t). While proposing a solution to the problem of collective
and cumulative predication, it requires a model in which gkenantic type of plural entities is the same as of nouns and
intransitive verbs, which in turn must be raised in ordergerate on the plural entities.

Link (1983) proposes a semi-lattice structure to repretenelements of the model. In this approach all elementsfare o
type e, but while some elements represent single entities (likepirson John), other represent plural entities (like the tw
persons, John and Mary). The main advantage of this worKigiglkd by Link is the ability to correctly represent massrs
(e.g., water) and its ability to correctly describe the tpai relation (e.g., the diamond is part of the ring). Otlapproaches
exist apart from these two and Schwarzschild (1996); Lamd(@804) as well as other sources provide a comprehensive
discussion on the various approaches to the representdtpural entities.

Our account is indifferent to the theory of plurality usedk’s notation is used and no distinction between singufat a
plural entities is made (both are of the same semantic @/peThis allows us to keep the usual type system in which iestit
(whether they are plural or mass entities) are of the samasigrype(e) and nouns and intransitive verbs are of typg).
Additionally, in our approach as it is presented in sectipth8re is no need for an atom/set distinction, discussediitiefV
(2001, Ch. 5.3), because the validation of the semantic ruislperformed at the f-structure level, and at the seméanted
the lattice entities are all of the same kind and may be efiheal or singular.

Disregarding the preferred choice of plural entry repré&sém it is convenient to organize plural entities in a séatice.
The L entity (corresponding to the empty set if sets are used) ksthgular entries are the atoms of the semi-lattice. Plura
entities are created using the least upper bound operate aemi-lattice that is represented by theymbol. For example
the plural entity that represents both John and Maijghia & mary. In section 7 thep operator is used to derive the plural
semantics of multi-functional control sentences.
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3 The semantic number

In section 1 we have briefly mentioned that the controlledveny introduce restrictions on the understood subject. One
such restriction is the semantic number restriction (campae two sentences in (3)). These restrictions are unigtheifact

that they cross the boundaries of the controlled senterdténéinence directly the matrix sentence. In this section @as
that functional control provides a correct analysis of theqpmena. In section 5 we present the multi-functionalrobnt
approach that provides an analysis of split control sertiitat also exhibit the semantic number restriction.

3.1 Linguistic data

The semantic number is a distinct property of noun phrasasexample, a semantic number mismatch is responsibleéor th
ungrammaticality of (19b) and (19c):

(19) (@) The boys gathered in the old building
(b) * Bob met in the park
(c) * The girl gathered elsewhere

All four combinations of syntactic and semantic number galare possible. Syntactic number agreement is still reduas
shown in (20b):

(20) (a) The committee gathers this afternoon
(b) * The committee gather this afternoon
(c) * The eyeglasses are similar

The subject of (20a) is syntactically singular, and it agredth the verb, the form of which i8¢ person, singular.
However it is also semantically plural, which is exactly witree verbgathersequires as a subject. On the other hand (20b) is
ungrammatical because although the noammittees semantically plural, it is syntactically singular, ametefore is does
not agree with the verfgather To complete the picture, some verb phrases require a se@fnsingular subject. Consider
for example the difference between the next two sentences:

(21) (&) The boy is a writer
(b) * The committee is a writer

As mentioned above, the semantic number restriction csadmeboundaries of the controlled sentence. Consider for
example the differences between (a) and (b) in:

(22) (@) The boys planned to gather elsewhere
(b) * The girl planned to gather elsewhere

(23) (&) The committee seems to meet in the conference room
(b) * Bob seems to meet in the conference room

Despite its name, the semantic number is a syntactic psopad no knowledge of the actual number of the committee
members is needed in order to determine that (20a) is graicaha®imilar syntactic property was also proposed by Weehs
and Zlatic (2003); Heycock and Zamparelli (to appear).

3.2 The “seMmNuM” feature and functional control

It is possible to model the observations of the previous@edty introducing a new feature in the f-structure, HBVMNUM
feature. This new feature describes the semantic numbeswfsnand noun phrases and has two possible valuese- “
for semantically singular nouns, andl” for semantically plural nouns. For example, the n@ammitteethat is considered
syntactically singular and semantically plural will haweuf1: sG) and GEMNUM: PL), while the wordeyeglassesgihich is
considered syntactically plural and semantically singuii#l have (NuM: PL) and GEMNUM: SG). Heycock and Zamparelli
(to appear) propose a similar distinction between syrdaadi semantic number for nouns and noun phrases. The paper
proposes two boolean propertiesatr that describes semantic andUR that denotes syntactic plurality.

Only a few verbs like the intransitivmeetand gathempose semantical number restrictions on their subject. efaes,
only these verbs require the additional functional equationstraining the semantic number of the subject, and #teofe
the verbs in the lexicon remain unchanged. Additionallyf has been noted in the previous section,sE@NUM feature is
not part of the usual agreement restrictions between thecdnd the verb in a sentence.

"Example (20c) is inspired by Winter 2001, p. 192.
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The functional control analysis accounts for the semasstriction posed on the understood subject by a controtiell v
Functional control ensures that the local restrictionefddsy the controlled verb on its understood subject progatabugh
f-structure sharing to the controlling grammatical fuontin the matrix sentence. Consider for example the follgvaontrol
sentence:

(24) The committee plans to gather (in the afternoon)

The appropriate lexical entries for the controlled infirétiverbto gatherand the controlling verplansare presented in (25).
Figure 5 presents the full f-structure and the s-structéithesentencé.

(25) togathe VP (] PRED) = ‘GATHER<SUBJ>'
(T SUBJ SEMNUM = PL

plans V (7T PRED) = ‘PLAN<XCOMP,SUBJ>’
(7 SUBJ NUM) = SG
(1 xcomp suB) = (T suB)

- ~

-~ ~
_ -7 - \\
‘ ’ R Y
PRED  'PLAN<2XCOMP,SUBJ> VAR { }
/
$PEC [PRED THE} RESTR { }
SUBJ /| PRED COMMITTEE" || (b) S-structure

NUM SG
SEMNUM PL

SUBJ

(a) F-structure

PRED ‘GATHER<SUBJ>’
XCOMP
1

Figure 5: The f-structure and the s-structurefe committee plans to gather

Since the semantic number is in fact a syntactic featuremt@ning constructors of the affected nouns and verbs don’t
have to change. Lexical entries of representative nounsaaretb appear in (26). Notice that the premises on the linear
logic side of the meaning constructor involve internal edais of the s-structures, which themselvesaprojections of the
corresponding f-structures. These meaning constructerdescribed in detail in Dalrymple (2001, p. 251).

(26) committee N (7 PRED) = 'COMMITTEE’
(T NUM) = SG
(T SEMNUM) = PL
Az.committee(z) : (T, VAR) — (T, RESTR)

eyeglasses N (1 PRED) = ‘EYEGLASSES
(T NUM) =PL
(T SEMNUM) = SG
Az.eyeglasses(x) : (1, VAR) —o (1, RESTR)

met V (7 PRED) = ‘MEET<SUBJ>'
(T suBJ SEMNUM = PL
Az.meet(z) : (T SUBY), — 14

meets V (7 PRED) = ‘MEET<SUBJ>'
(T SUBJ NUM) =SG
(7T SUBJ SEMNUM = PL
Az.meet(z) : (] SUBJ), — T4

8See section 4 for the description of @ notation.
9Figure 5 only shows the outline of the s-structure. In-defigeussion can be found in Dalrymple (2001).

87



The analysis presented in this section has yet to be extandertount for determiner agreement (Dalrymple and King,
2004) and quantification in order to correctly analyze sgres such adll committees meandEvery committee méVinter,
2001, p. 202, ex. 34).

4 The c-structure rules

This section presents the main c-structure rules that wiluked in the rest of this work. First there is the basic seeten
rule, the noun phrase creation rule (Dalrymple, 2001, p§) Bhd the noun phrase coordination rule that will be used in
section 6.1.

@7) S — NP VP
(1suBd=| 1=|

NP — Det N
(TsPEQ=] T1=|

NP — NP Cnj NP
et 1=l et

The last rule that should be considered is the VP rule. FatigvFalk (2001) we use the informal notation 6P to
describe the category of thie constructions? The rules that handle the most relevant VP complements are:

28) VP — V ( NP )( VP ) Pp*

=1 (T oBY=| (T coMP|XxCoMP)=| 1L € (1 ADJ)

VP — to VP
1=l

5 Multi-functional control

Consider the plural reading of sentence (1), repeated besohvenience
(29) John persuaded Mary to meet in the restaurant

In this plural reading that talks about John and Mary medtiggther in the restaurant, the understood subject of thieaited
sentence is no longer controlled by a single grammaticaition of the matrix sentence. Instead, it is controlled igiby
two grammatical functions of the matrix sentence, its stttgad its object.

We propose to describe this phenomenon by representingnitherstood subject of the controlled sentence by an f-
structure that represents both contributors. The f-atrectepresenting the understood subject becomes a setetherds
of which are the matrix subject and object that appear ingideunderstood subject f-structure via the f-structureisba
mechanism (figure 6). This way, the f-structure of the untdeid subject can have properties of its own, as is the case wit
coordination. For example, the syntactic and the semauntidyer of the understood subject may differ from the corredpg
number of its constituents.

The f-structure that represents a multi-functional cdraralysis of (29) is presented in figure 6. In the f-structine
number properties of the understood subject correctlyrimsthe syntactic and the semantic number of the understood
subject.

The multi-functional control structure is created by thediional equations in the control verb’s lexical entry. Térdcal
entry is also responsible for assigning the number fedfulfe propose the following lexical entry for the vepersuaded
that is responsible for creating the f-structure in figure 6:

(30) persuaded V (] PRED) = ‘'PERSUADE<CSUBJ,0BJ,XCOMP>’
(T suBJ € (1 XCOMP SUB)
(1 oBJ) € (] XCOMP SUB)
(T XCOMP SUBJ NUM = PL
(1T XCOMP SUBJ SEMNUMN = PL

10Refer to Falk (in preparation) for a discussion on the caiegtion of the infinitivalto.
11An approach that would solve the problem of non-distriteifieatures in noun phrase coordination can be applied to dentipei number features of
the understood subject. To simplify the analysis multi-fior@l control assigns plural semantic number to the undetstabject.
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[PRED  ‘'PERSUADED<SUBJ0BJ,XCOMP>"]

PRED ‘JOHN
SUBJ 7 [NUM SG
SEMNUM SG

PRED ‘MARY’
¥ OBJ m | NUM SG -
SEMNUM SG

PRED ‘MEET<SUBJ>’

NUM PL
XCOMP [
SUBJ SEMNUM PL

{f

Figure 6: A multi-functional control analysis dbhn persuaded Mary to meet

The proposed lexical entry for the vegersuadedoes not replace the existing conventional functionalysislthat is
suitable for sentences that exhibit simple subject or algji@atrol, such as (10b), repeated here for conveniencelds (3

(31) John persuaded Mary to become a writer

The verbpersuadetias two lexical entries — the multi-functional entry and toaventional entry. These lexical entries
share the common properties of the verb and only the furatiequations that define the control features differ betwiken
two.'> When the LFG analysis is performed both lexical entries arsidered. If the semantic number restriction permits
conventional functional control it will be used (for exarmapit is possible for (31), but not for (29)). Additionally,naulti-
functional control analysis is attempted that succeed$Z®y but fails for (31), because the multi-functional ursieod
subject disagrees in its semantic number with the verb plicalsecome a writer

(32) become a writer VP (T PRED) = ‘BECOME-A-WRITER<SUBJ>'
(1 suBJ SEMNUM = SG

For sentences such as (2), both analyses will succeed, anestlit is two possible f-structures that describe theeseet As a
direction for future research, it should be possible to gaire the multi-functional analysis to correctly analyzaventional
functional control sentences as having a single elemeritdruhderstood subject set, assuming the ability to compete t
semantic number of such a set.

6 Plural meaning of sets

In this section we present our approach to meaning derivaticets. In this paper we are mostly interested with the ap-
plication to multi-functional control, but the most immath application is probably to coordination. While our apgtois
formulated in such a way that it can suit other types of cawtibn as well, we focus on the issue of noun-phrase codidma
since it is most close to the problem of deriving the meaninguti-functional control sentences.

6.1 The case of noun-phrase coordination

6.1.1 Current analysis

Consider for example the following sentence that involvesmphrase coordination:
(33) John, Philip, Mary and Susan walked.

The corresponding f-structure (based on Dalrymple 2004hdsvn in figure 7.

Now that an f-structure has been created, the semantic ngeaan be derived using the Glue framework. We would like
to build a meaning constructor that consumes all set eleshsemantic projections and produces the semantic projecti
of the subject, with the appropriate meaning achieved tittadhe Curry-Howard isomorphism. However, the number of set

2Dalrymple et al. (2004) propose notational mechanism thahiw sharing of the common properties between the two aitire entries.
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[PRED ‘WALK <SUBJ>’
CONJ AND
j{PRED ‘JOHN’}

1 . g p[PRED ‘PHILIP’}

m [PRED 'MARY'}

S {PRED 'SUSAN’}

Figure 7: The f-structure alohn, Philip, Mary and Susan walked

elements is unknown at the time the lexicon is designed arshimg constructors that appear in the lexicon cannot dehl wi
a variable number of Glue premises.

Some techniques have been proposed to cope with this proBlaltymple (2001, Ch. 13) proposes to attach two meaning
constructors to the lexical entry ahd The first (g-and]) is responsible for picking two arbitrary elements from sie¢ and
computing their conjunction. The second meaning congirufg-and?2]) is responsible for consuming the rest of the set
elements and producing the final meaning of the subject. Mk&ning constructofd-and2]) is defined with the ‘I" linear
logic operator that suspends resource sensitivity limoist of this meaning constructor and allows to use it an uteidn
number of times. This is a major drawback of this approacttesit complicates the Glue derivation, while the actual bem
of uses is known, and it is the number of set elements. Anaiygroach proposed by Asudeh and Crouch (2002a) attempts to
solve the problem by presenting meaning constructors tructsire rules, and allow c-structure operators, sucheakkbene
star to duplicate them as well. A drawback of this approadfaisng (complex) meaning constructors in c-structureslevh
most meaning constructors are provided by the lexicon.

6.1.2 Our analysis

We propose a different approach that handles both the nbrase coordination and multi-functional control (sectignWe
take advantage of the fact that the semantic meaning derivedn be done in three consecutive steps. First, the ctstau
and the f-structure are created. Next, the semantic profecare computed and meaning constructors are instahtiatea
last step, Glue logic rules are applied to the meaning cocistrs.

While the first and the last steps are performed in the framesvatternal to Glue (LFG itself and linear logic), the second
step can be extended to enrich the expressive power of theimgeeonstructors.

We propose to allow the creation of meaning constructorsgusbnstructs similar to templates or maéfds program-
ming languages. Such a template, which we calleda-meaning constructevould allow us to create a meaning constructor,
based on the knowledge of the whole f-structure, as oppassgukifying the meaning constructors in the lexicon, whieee
f-structure context information is, of course, not avd#alSpecifically, when the meta-meaning constructor isaimsited,
the number of set elements is already known, while inforomedif that kind is usually not available at the time the lexit®
created. After instantiation, the meta-meaning construsécomes a regular meaning constructor that is used ivatier
as usual.

The meta-meaning constructor for noun phrase coordinafisome sefS is defined as:

Coord(S) =Az1.... Aepn21® ... B 2p : (S€)g,— ... — (5 €)g,—0 S5e

The setS is the parameter of the noun phrase coordination meta-mgaonstructor. When the meta-meaning constructor
appears in the lexical entry @nd the mother node meta-variable appears as the parameter. thé f-structure has been
instantiated the meta-variable is substituted by the aétstaucture set. The lexical entry of the noun-phrase dowting
andis:

(34) and® Cnj (] coNJ)=AND
Coord(7)

3Asudeh and Crouch (2002a) mentions the possible applicafioracrosto provide linguistic generalizations, but no details amvied.

90



After the f-structure has been created (see figure 7) thekfetdructure seg is substituted as the parameter of the meaning
constructor. The result, that reflects the numbey'®ket elements is

Coord(g) = A1 A\r2. A\x3. 0421 D22 B 23 Dy : (S €)oo (S €)g,— (S €)g,—o (S €)oo 5 ¢

Coord(g) = Ax1.A2. Ax3. \x4.21 ® T2 ® T3 B Ty : Je —© Pe —0 Me —0 Se — Je

It should be mentioned that if the setonsisted of only two f-structures, the result would be #maes meaning constructor
as in the lexical entry o&nd proposed by (Dalrymple, 2001).

6.1.3 Coordinating quantified nouns phrases

With meta-meaning constructors, quantified noun phrasesalyzed in same way as before. Consider, for example, the
following sentence:

(35) John, Mary, a professor and Susan walked.

The corresponding f-structure is presented in figure 8:

PRED ‘WALK <SUBJ>’
CONJ AND

7 [PRED ‘JOHN'}

f m[PRED ‘MARY’]
SUBJ ¢

PRED ‘PROFESSOR
p SPEC ‘A’

s [PRED ‘SUSAN’]

Figure 8: The f-structure alohn, Mary, a professor and Susan walked

In order to instantiate the meaning constructordodthe C'oord meta-meaning constructor is applied on the f-structure
setg. The result is the meaning construcfand] that appears in (36) along with the complete list of all instantiated meaning
constructors.

(36) [John] john : j,
[Mary] mary : mey
[a professor] AQ.a(z, professor(z), Q(x)) : VH.[py —0 H] — H
[Susan] susan : S,
[and] AL AL AL3.AL4.01 D Lo D X3 DXy i My —© Py —0 jo —© S5 —0 Jo
[walked] Az.walked(z) : g, —o f5

Figure 9 shows the complete meaning derivation of (35). Nudeif more than one quantified noun phrase occurred in
the sentence, the semantic analysis would become nataraljguous.

6.2 Set coordination for other phrase types

The approach introduced in section 6.1 can be applied teseatevel (S) coordination with the only differences beimg
semantic type (which is now, the coordination operator (propositiongl and the f-structure label. Consider sentence (37)
with figure 10 showing the appropriate f-structure.

(37) John smiled, Mary laughed and Susan giggled.

In order to accommodate additional semantic types and cwidn operators, we generalize the coordination meta-
meaning constructor. The new constructor is generic wgpeet to three parameters: the f-structure set being cuaieti, the
semantic coordination operator and the semantic typeeafdhelements’ semantic projections. The generic set radioh

14We do not analyze the internal structure of the quantifiechrgirase. A detailed analysis can be found in Dalrymple (2001)
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[CONJ AND
PRED ‘SMILE<SUBJ>’

S
SUBJ [PRED ‘JOHN'}

f PRED ‘LAUGH<SUBJ>']

SUBJ [PRED ‘MARY’}

PRED ‘GIGGLE<SUBJ>
g

SUBJ [PRED ‘SUSAN

Figure 10: The f-structure afohn smiled, Mary laughed and Susan giggled

meta-meaning constructor for some getlements of which have semantic projection typhat uses the®’ coordination
operator is defined as:

Coord(f,®,7) = Ax1.... A\ep. 21 © ... O Ty : (f€)g,—o ... — (fE€)o,— for-

For sentence (37) the meta-meaning constructor is inatadtiwith setf, semantic typeg and semantic coordination
operatorA; and can be now used in the meaning derivation:

AL AL2.AT3.21 A Tg A\ 23 : Sy —© (la,, — (gof, - fUt))

While meta-meaning constructors may not be the ultimate answthe issue of coordination in natural languages, they
can help the lexicon designer to better organize the (stredj lexicon, and assist in the meaning derivation of abntr
sentences.

7 The semantics of multi-functional control

7.1 The semantics of the understood subject

In order to derive the meaning of the understood subjectettmtrolled sentence in (29) (the f-structure appears indi§)
we use the”oord meta-meaning constructor introduced in section 6.2. leioid use the meta-meaning constructor we add
the following element to the multi-functional lexical epwf persuadén (30):

(38) Coord((T XxCOMP SUBJ, @, €)

After instantiation (recall that andm are elements of), it becomes:

(39) [coord] A1 AT2.21 B T jo —o (My —0 S5)

When the coordination meaning constructor is combined Wiénbteaning constructors dbhnand Mary

(40) [John] john: j,
[Mary] mary : mg

the meaning of the understood subject can be derived, asxshdigure 11.

[John] [coord]
[Mary] john:j, Az1.Az2.x1 @22 : jo — (My —o S4)
mary : mg Azs.john ® x9 : My —o S,

john @ mary : s,

Figure 11: The derivation of the understood subject meaning
The meaning derivation of the understood subject is onlyiteestep in the meaning derivation process. In the nexsstep

the meaning of the understood subject is used to derive thaimgof the controlled sentence, which in turn is used tivder
the meaning of the whole sentence. The complete derivaipaas in figure 15.
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7.2 Multi-functional control and resource sensitivity
7.2.1 Control sentences and resource deficit

The meaning derivation of the understood subject, predentehe previous section, has consumed the resources ftat re
resented the meanings of the controll@aginand Mary. Since a resource that was consumed cannot be used agae for t
derivation of the meaning of the whole sentence, the déoivaif the whole sentence will fail. Such a situation is c#lée
resource deficit

Two approaches have been proposed to deal with such a ressmaeity. The first is the “paths as resources” approach
(Kehler et al., 1999). In this approach it is possible for ebwe consume a path that leads to the semantic projecticmatn
the projection itself. This way, shared resources can bsuwrord the number of times they are shared in the f-structnce,
solve the resource deficit problem. However this approapkeas to fail when it comes to some control verbs. For example
the f-structure (Dalrymple, 2001; Asudeh, to appear) fozr@ence like

(41) David seems to leave

shares the subject of the main sentence with the subjeceafdhtrolled sentence. However, the semantic projectigheof
shared subject is consumed only once, by the controlled Vethe “paths as resources” approach would be applied here,
there would be an unused resource which would cause the dhdiation to fail.

When it comes to equi, similar problem exists in property tii@s control1® The subject of the main sentence is shared
with the subject of the controlled sentence, and accordinifpis theory two resources are introduced. Yet, the semanti
subject of the controlled sentence is never consumed inrtpepy theory, which again, leaves an unused resource.

The second approach, proposed by Asudeh (2002, to appéearjgst in charge” of the problem, by using high order
types. This approach claims that if a control verb is resjpbmdor establishing the sharing via its functional eqoas, it
should be responsible for dealing with it in its meaning ¢arctor. That is, the control verb’s meaning constructqrests
to receive all its grammatical functions that contributatsomeaning. The meaning side of the meaning constructdr wil
take care of substituting the right meaning into the undex$subject’s position. According to this approach, the mmea
constructor of the multi-functional version pérsuadedvould look like

Az Ay AP.persuade(z,y, P(x @ y)) : ((T XCOMP SUBJ, — (T XCOMP),) —o ((T SUBJ), — ((T 0BJ)y — T,))

The disadvantage of this approach is that it proposes a ftdysia of the sentence that ignores the complex f-structure
almost completely. For example, a meaning constructorrite side of which corresponds to the understood subject (
XCOMP SUBJ,, does not occur in the derivation.

7.2.2 Resource management

In order to handle these resource sensitivity issues weostisple the implicational fragment of the linear logic. histsection

we propose the means to produce additional copies of Glumiges in a controlled manner. The resource management rules
which are based on the rules in Asudeh (2004), use the lireguection ' operator, with the corresponding use of the *
operator on the meaning side. For example, the followingnimgeconstructor, when added to the lexical entrypefsuaded

will create another copy of the matrix subject:

(42) Xa.a x a: (] suBJ), —o ((1 SUBY, ® (T SUBJ),)

This way, the matrix subject can contribute to the meaninthefunderstood subject of the controlled sentence andstill
used as the subject of the matrix verb. The instantiatedoref this meaning constructor for sentence (29), baseden t
f-structure in figure 6, is presented below along with the mmegconstructor of the subject. Figure 12 presents theakioh
of the duplicated subject meaning.
(43) [John] john : j,

[subjdup] Aa.a X a:js—o (jo®Js)

[john] [subjdup]
john:j, Aaaxa:j, —o (jo ®jos)
john x john : j, ® j,
Figure 12: The duplication of the matrix subject meaningstarctor

The newly created meaning constructor cannot be simplyisfitwo meaning constructors. The conjunction elimioati
rule (Asudeh, 2004) shown in figure 13 must be u¥etihe result can bg-reduced using the rule in (44).

15We mention it here although the work focuses on the propasititheory of control.
18All linear logic rules used in this work appear in Appendix A.
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[z A" [y - B

a:A® B f:C
letabex xyinf:C

Re,1,2

Figure 13: The linear conjunction elimination rule
(44) letaxbbex xyinf =3 fla/x,b/y|

In the resource management approach we use the fact thatr&tgt mismatches between representation levels are
possible in Glue. Hence, resource duplication is inducethbyf-structure sharing rules, but is not mandatory. THisnad
a fine grained control over resource duplication, as opptséde “paths as resources” approach of Kehler et al. (1999)
discussed earlier.

In order to derive the meaning of (29), both f-structure stggr must be realized with resource duplication constrscto
Therefore another meaning constructor, similar to (42) do@licates the object's meaning is required in the lexacdty of
persuadedThe full derivation of a multi-functional control sentenis presented in the next section.

7.3 Complete derivation

In this section we present the complete meaning derivatidheosentencdohn persuaded Mary to meet (in the restaurant)
For this sentence, the plural reading (i.e., both John ang Mal be meeting) is the only possible reading. The deroat
here is presented from the basic lexical entries, up to therfopositional meaning derivation.

7.3.1 The lexical entries

These are the lexical entries that belong to the above samten

John NP (] PRED) = ‘JOHN
(T NUM) = SG
(T SEMNUM) = SG
john: T,
Mary NP (I PRED) = ‘MARY’
(T NUM) = SG
(T SEMNUM) = SG
mary : T,
meet V (7 PRED) = ‘MEET<SUBJ>’

(T SuUBJ SEMNUM = PL
Az.meet(z) : (T SUBJ), — 1o

persuade V (] PRED) = ‘PERSUADECXCOMP,SUBJ,0BJ>’
(T XCOMP SUBJ SEMNUM = PL
(T XCOMP SUBJ NUM) = PL
(T suBJ) € (1 XCOMP SUBJ
(T 0BJ) € (1 XCOMP SUBJ
Aa.a X a: (1 SUBJ), —o ((T SUBJ, ® (1 SUBJ),)
Aa.a X a: (] 0BJ), —o ((1 0BJ), ® (] OBJ),)
Coord((T XCOMP SUBJ, &, €)
APy Az.persuade(z,y, P) : (T XCOMP), —o [(T OBJ), —o [(] SUBJ)y — 14]]

set creating constraints

} resource management

Recall that the”'oord meaning meta-constructor is defined by:

Coord(f,®,7) = Az1... . A2pn 21 O ... 0 : (f€)g,— ... = (fE€)6,—0 for

| f] times
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7.3.2 The c/f-structure correspondence

As the first step of the derivation the c-structure tree idtluging the rules described in section 4 and thprojection is
computed to create the f-structure. Figure 14 shows batltsires and the-projection function.

—_— —_——
—_ -

~
/// —_— T T T T = \\\
.7 s~ S~ N -
e S~ PRE® ~ 'PERSUADEDXCOMP,SUBJ,0BJ>’
/ ~ . ;
y e S N [PrED JOHN
- =< N
NP V- RO SUBJ  j [NUM SG
(T suBd=| SEMNUM SG
\
John PRED ‘MARY’
(T PRED)="JOHN * | Num SG
(1 NUM) = SG ~ -
(T SEMNUM) = SG \ NP VP \\\ SEMNUM SG
o = oBJ)= XCOMP)= ‘ ,
john: 1o T=| (T oBY=| a )=1 P RN PRED ‘MEET<SUBJ>
7 \\\
Mary to v xcowu;\* o i
(1 PRED='MARY’ 1=l Plsugs s |SEMNUM PL
(T NUM) =sSG ‘ {
@ SEMNU.M) =sG meet L ! |
mary : 1o (T PRED)='"MEET<SUBJ>’
(7 SUBJ SEMNUM = PL
persuaded Az.meet(z) : (T SUB)s —o To

(1 PRED='PERSUADECXCOMP,SUBJ,0BJ>’
(T XCOMP SUBJ SEMNUN) = PL
(T XCOMP SUBJ NUM = PL
(1 suBJ € (T XxCOMP SUB)
(T oBY) € (1 XCOMP SuB)
da.a X a: (] SUBY)s —o ((1 SUBY)s ® (T SUBJ),)
Aa.a X a: (] 0Bls —o ((T 0BI)s ® (1 OBJ)s)
Coord((1 XCOMP SUBJ, @, €)
AP \y.Az.persuade(z,y, P) :
(T XCOMP)s —o [(T OBJ)s —o [(T SUBY)s —o T4]]

Figure 14: The c/f-structures dbhn persuaded Mary to meet

7.3.3 Instantiating the meaning constructors

After the f-structure has been created, meaning constaiate instantiated. The meaning constructors introdugetbhn
Mary and meetare instantiated in the same way they were instantiatedgulae functional control, because they indeed
didn't change:

(45) [john] john: j,
[mary] mary : me
[meet] Az.meet(x): s, —o Do

The control vertpersuadéntroduces several meaning constructors. First, the tamtiated resource management mean-
ing constructors in (46) are instantiated to become the mganstructors in (47)

(46) Xa.a xa: (] suBd), —o ((T SUBJ, ® (T SUBJ),)
Aa.a X a: (] 0BJ), —o ((T 0BI), ® (] OBJ),)

(47) [subjdup] Aa.axa:js —o (jo ®js)
[objdup]  Aa.a x a:m, — (Mmy @ Mmy)

Next, the internal coordination meaning constructor isain8ated. After substituting the actual parameters imé@toord
meta-meaning constructor and picking the set elementsiéocdrresponding positions, it becomes:

(48) [coord] Azi.Ax9.x1 B2 jo —o (My —o Sy)
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Last but not least is the meaning constructor that genettatameaning of the whole sentence. It is instantiated ad,usua
and the result is

(49) [persuade] AP.\y.\z.persuade(z,y, P): ps — (my —o (jo — fo))

To summarize this step, all 7 instantiated meaning constraiare listed again for reference:

(50) [john] john: j,
[mary] mary : mgy
[meet] Az.meet(x) @ Sy —° Py
[subjdup] M0 X 0 o —o (o ® o)
[objdup] Aa.a X a:mgs —o (Mmy @ my)
[coord] AL1.AZ2.21 D T2 & Jo —o (Mg —o Sy)

[persuade] AP.\y.Ax.persuade(z,y, P) : ps — (Mg — (jo —o f5))

7.4 Glue derivation

After all meaning constructors have been instantiatede @gic rules are applied to derive the meaning of the sentenc
Due to lack of space, the derivation is presented in partsatteaeventually combined into the complete linear logicofro
Following that, the full derivation tree is presented in aadier font size in figure 16.

[coord]
[A: o]t Arp 9.2 B X2t jy —0 (M —0 84)
[B:m,]? Ao . A® xo: My —o Su [meet]
A® B : s, Az.meet(x) : S5 —o Do

meet(A @ B) : p»

[persuade]
meet(A ® B) : p, AP.Ay.Az.persuade(z,y, P) : p, —o (Mmy —o (jo — f5))
[D: mg]* Ay.Az.persuade(z, y, meet(A ® B)) : my —o (jo — fo)
[C:j, )3 A\z.persuade(z, D, meet(A & B)) : jo — [,
persuade(C, D, meet(A® B)) : f5
[mary] [objdup]
mary i m, Aa.a X a:mg—o (my @ mg)
[john] [subjdup] persuade(C, D, meet(A & B)) : f, mary X mary : my ® my Rena
john:j, Aa.axa:j, —o (jo ®jo) let mary x mary be B x D in persuade(C, D, meet(A @ B)) =5 o
john x john : j, ® jo persuade(C, mary, meet(A @ mary)) : f,

- &
let john x john be A x C'in persuade(C, mary, meet(A @ mary)) b

persuade(john, mary, meet(john @ mary)) : fo

=8

Figure 15: Glue derivation alohn persuaded Mary to meet

8 Conclusion

In this paper we have presented the multi-functional cdmtmalysis of split control sentences suchyasn persuaded Mary
to meet in the restaurarthe multi-functional control analysis represents thearstbod subject of the controlled sentence
at the f-structure level as a set, that consists of the gramahéunctions that contribute to the meaning of the untberd
subject. In order to derive the meaning of the understoogestjbmeaning meta-constructors, that allow the tempikate-
specification of meaning constructors, were presented. a¥e also presented how meaning meta-constructors can e use
in the analysis of noun-phrase and sentence level cooralinat

While both extensions to the LFG Glue formalism were preskint®rder to solve the problem of the lost plural reading,
we believe that these extensions can be applicable to therdenderivation of other constructs as well.
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A Glue logic rules

Glue logic rules used in this work were adopted from Asud€l042.

e Implication Elimination Introduction
[z At
a:A f:A.—OB_O f:.B .
fa): B £ Nef:A—B
e Conjunction Elimination
[z : A]! [y : B)?
a:A® B f:C

- &
leta bex xyin f:C 12

e Universal Elimination
T V.H.A
v A[G/H] ¢
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