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Abstract

This paper introduces Petri Nets (Peterson 1981) into thedsquestion of lexical semantic repre-
sentation. We argue that Petri Nets can offer new insigltstive organization of lexical meaning.
Petri Nets can furthermore be translated directly intodimegic, thus ensuring compatibility with

the glue logic semantic construction already defined witti® (Dalrymple 1999). The potential

usefulness of Petri Nets is demonstrated with respect b Vigrbs in Urdu.

1 Introduction

The study of complex predicates, both of the V-V and the N-petyhas been conducted quite
intensely within Lexical-Functional Grammar (LFG) andateld approaches (e.g., Alsina 1996,
Alsina, Bresnan and Sells 1997, Butt 1995, Mohanan 1994.rm&jor syntactic properties of com-
plex predicates have been explored within, by now, welldistaed analyses in terms of a(rgument)-
structure fusion or merging. Complex predicates have beeognized to be complex in the sense
that the two components of a complex predicate each cotgrinormation about the a-structure
properties of the construction. The main part of the prdftinais contributed by the noun or
main/full verb. The second component of the complex predibas generally been termedight
verb because its contributions tend to be semantically “lightean that of the main predicate.
Some examples are shown in (1).

(1) a. ram=ne &hani=ko yad K-i
Ram.M.Sg=Erg story.F.Sg=Acc memory.F do-Perf.F.Sg
‘Ram remembered the story.’

b. nadya=ne « hk" li-ya
Nadya.F=Erg letter.M.Nom write take-Perf.M.Sg
‘Nadya wrote a letter (completely).’

The light verb is generally finite and carries tense/aspeatking. Its contribution to the a-
structure is so subtle that some researchers have beeretetopanalyze it as being empty (e.g.,
Grimshaw and Mester 1988), though one can show that thedagbtdoes indeed contribute at least
one argument to the predication (usually the highest ong), @utt 1995, Ritter and Rosen 1993).

Since both the main verb/noun and the light verb contribofermation to the a-structure, the
predication is complex. Unlike in equi/raising or contranstructions (see Bresnan 1982 for an
overview), this complex predication corresponds to a sixredication at f-structure. That is,
although the a-structure is complex and potentially embeddthe f-structure is exactly that of a
monoclausal predication (see Alsina 1996, Butt 1995, Mahai994).

Although the syntactically relevant predicational asp@ttconstructions as in (1) have been in-
vestigated in some detail (see also Alsina 1996, Butt 19@pldh and Wedekind 1993, Butt 1994,
Butt, King and Maxwell 2003 on architectural issues withiRG), the precise semantic contribu-
tion of the light verb to the joint predication remains elesi One classic difficulty with complex
predication involving light verbs is that the meaning does mecessarily represent the sum of its
parts. While light verbs are always form-identical to a manb in the language, they do not pred-
icate like the main verb version. This is especially trueMer constructions as in (1b), where the
light verb version of ‘take’ does not mean ‘take’, but rateeems to indicate some kind of comple-
tion. Additionally, it can be contrasted with the light védive’, as in (2), whereby ‘give’ indicates
benefaction (for somebody else) and ‘take’ implies thatatton was self-serving.

(2) a. nadya=ne ‘"gr bana li-ya
Nadya.F=Erg house.M.Nom make take-Perf.M.Sg
‘Nadya built a house (completely, for herself).’
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b. nadya=ne ‘'wr bana di-ya
Nadya.F=Erg house.M.Nom make give-Perf.M.Sg
‘Nadya built a house (completely, for somebody else).’

However, this contrast between ‘take’ and ‘give’ does naiagls hold. Consider, for example,
the sentences in (3). In neither of these examples can thieviégb ‘give’ be interpreted as adding
a benefactive meaning to the complex predication. RatBatisgussed in Butt and Geuder (2001),
the main contribution of ‘give’ in (3b) is one of forcefulreswhereby in (3a), the use of ‘give’
implies responsibility for the loss on the part of the agent.

(3) a. kisi=ne bata k"o di-ya
someone=Erg wallet.M.Sg.Nom lose give-Perf.M.Sg
‘Somebody lost their wallet.” (from Hook 1974)

b. nadya=ne  @man=ko pani=médub-a di-ya
Nadya.F=Erg enemy=Acc water=in drown-Caus give-PerfdgV.S
‘Nadya drowned the enemy in the water (forcefully).’

Indeed, the range of usage documented for Urdu/Hilight verbs in V-V complex predicates
(see Hook 1974 for a comprehensive discussion, for exarspteys that the meanings contributed
by the light verbs are manifold, varied, and contextuallpetedent. A popular analysis of light
verbs has been that they represent a “semantically blead¢bed of the main verb. However,
it is not clear exactly what is being bleached into what anda ttee contextual dependence can be
accounted for. Another popular analysis has been thatgheverbs represent stages on the way to a
grammaticalization of aspect (Hook 1991, 2001). While #nisild account for the completive/telic
readings which are definitely part of the examples in (2) &)gdtlis analysis does not extend to the
other subtle dimensions of meaning such as control, sudsgsrforcefulness, or benefaction.

This paper builds on the insights arrived at by Butt and Ge(2201) and Butt and Ramchand
(2003) as to the semantic composition of V-V complex praeigabut attempts to take things a step
further towards a concrete formal understanding of theeamgl type of semantic predication that
a light verb can have in interaction with a main verb. To thid,eve introduce Petri Nets (Peterson
1981) into the vexed question of lexical semantic repredgemt. In particular, we assume that
the form-identical light verbs and main verbs must be derifrem one and the same underlying,
underspecified lexical entry. This underspecified lexicahyebecomes specified as either a main
verb or a light verb predication, depending on the surraumpdiyntactic context. The process of the
semantic specification towards either a light or a main veglaming is modeled in terms of a Petri
Net, thus allowing one to concretely identify the semantimahsions that are involved.

In what follows, we first lay out the reasons for assuming asseitally underspecified lexical
representation for main verbs and their form-identicditligerbs (section 2). We then briefly discuss
Petri Nets and how they can be put to use in modeling lingusticesses (section 3). In section 4
we provide sample analyses involving the verb ‘give’ andtitraccount for the varied dimensions
in meaning exemplified by (2) and (3). Finally, section 5 dodes the paper.

2 Light Verbs and Semantic Underspecification

This section briefly discusses why an analysis in terms dtdéxunderspecification should be
adopted with respect to light verbs and their form-ideiticain verbs.

1The South Asian languages Urdu and Hindi are closely reldbéfferences are found mainly in the domain of the
vocabulary. Both languages are among the 18 official langmiafjindia and are spoken primarily in the north of India.
Urdu is the national language of Pakistan.
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2.1 Historical Interconnectedness

The primary reason for assuming underspecification has teitthcthe diachronic behavior of light
verbs. Given the “semantic bleaching” or aspectual granwal&ation analyses alluded to above,
one would expect that light verbs behave much like aux@mrn terms of diachronic development.
That is, given a verb like ‘go’, one expects a stage in whiaretis a ‘go’ which is used in a more
temporal, rather than a concrete spatial sense. A curramgbe of this in English is the “going to”
future, as inPeter is going to go homedver time, one expects that this ‘go’ will be reanalyzed as
an auxiliary with future import and given more time, this diaxy night then be further reanalyzed
as tense inflection.

Indeed, this is exactly what can be found with the verb ‘gad dne development of future
morphology in Urdu. The table in (4) shows the paradigm ferlthndu/Hindi future.

4) Urdu Future Paradigm (for mar- *hit’)
Singular Plural Respect (ap) Familiasrt)
M/F M/F M/F M/F
1st | mar-U-g-a/i mar-&-g-efi
2nd | mar-e-g-a/i mar-&-g-e/i  mar-o0-g-efi

3rd | mar-e-g-a/i mar-eé-g-eli

The consensus in the literature is that the futigremorpheme is derived from a Sanskrit participle
of the verbga ‘go’ (Kellog 1893:231, Beg 1988:191, McGregor 1968). Theder and number
agreement morphologalfi/e) exhibited by the future is regular synchronically in thaaetly this
agreement morphology is also found on the perfect, impesied progressive forms, all descended
from participles. The appearance of this morphology foamproblematically if theg- is indeed
associated with an old participle of ‘go’. The person/numibfiection of the future paradigm in
(4) is identical to the inflections found in conjunction witie present tense paradigmtad ‘be’.
There is some indication that these forms are indeed relatedhat one can speculate that the
modern Urdu future consists of a verb stem, some present iafisctions or a trapped present
tense auxiliary, the remnants of the participle ‘go’, and gfender/number agreement inflections
that belong with participles.

Up until a hundred years ago, the main verb+person/numbenér present tense) morphology
could be separated from tlygg-number/gender morphology (some speakers can still dp thidgs
indicates that the change from periphrastic auxiliary toifel inflection with respect to ‘go’ took
place relatively recently and that the change from a maib t@ga tense inflection took place quite
rapidly. Now, if light verbs were to be derived from main verim a similar manner, one would
expect to see similar patterns of historical change. Howevéhorough scrutiny of the available
diachronic data fails to turn up any such patterns (Butt aabiii 2004)? Instead, at every stage
in the language where a light verb use can be identified (¢hi®i always easy), the light verb is
form-identical to a main verb in the language. This inclutdésng exactly the same inflections and
participating in exactly the same paradigms as the mainwenrdion. An example of a documented
use of the light verb version of ‘give’ in Middle Indo-Aryas shown in (5).

(5) a....assamapadamanetva aggim katva adasi

hermitage.Acc lead.Gd fire.Acc.Sg make.Gd Aug.give.lB18iy
‘... brought her to his hermitage and made a fire for her’ (P ali)

[‘having brought (her) to the hermitage, made a fire (for her)
Jataka Tales 1.296.10, Sri Lanka (Hendriksen 1944:134)

2Hook 1991, 2001 documents an increase in the use of lightsvieriSouth Asian languages, as well as a more
definitive shift towards encoding aspectual differences nothing along the lines that has been established asatygfic
auxiliary formation.
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b. daruni aharitva aggim katva dassati

sticks bring.Gd fire.Acc.Sg make.Gd give.Fut.3.Sg
‘Bringing wood he’ll make a fire (benefactive use).” (P ali)

(Trenckner 1879:77, cited by Hook 1993:97)

There is thus no documented development of the light eerlyfrom the main verb version.
Rather, the main and the light versions of a verb seem to dédiene another in an intimate manner.
This diachronic observation holds not just for Indo-Aryanduages like Urdu, but is one that has
been documented across several language families (Gernaao-Aryan, Dravidian; see Butt and
Lahiri 2004 for a detailed discussion). Further evidenaettie intimate connection between main
and light verb versions is the observation that when a veslseto exist in a language, then both
the main and the light verb usage disappear simultaneoifisipth exist). For example, when the
Englishnimen‘take’ dropped out of the language, both main and light vesbsuwere taken over
simultaneously byaken(lglesias-Rabade 2001).

The available diachronic evidence thus shows that one friensr a light verb on its own: there
is always a form-identical main verb in use as well. Thisatittn stands in stark contrast to that
of auxiliaries, which tend to develop away from the originain verb form until they are almost
unrecognizable (e.g., the English preterddrom do or the Urdu futureg- described above). This
suggests a fundamental interconnectedness between theamdithe light use of a verb. One
could attempt to analyze the light verb as being derivativéhe main verb, but then one would
have to stipulate that the light verb must remain conneateti¢ main verb in some way. Given
what is known about historical change in general, this tyfpggtipulation seems to be artificial and
unexplanatory, to say the least.

On the other hand, if one assumed that both the main and thieuggs of a verb are derived
from one and the same underlying lexical entry, then thesflatiow. If there is only one underlying
lexical entry from which both are derived, then the main agldtlverb use should be form-identical.
Furthermore, if the lexical entry is deleted from the gramwifathe language, then both the main
and the light verb use will cease to exist at the same timetokiisl changes that apply to change
the surface form of the verb (changes in morphology, forim) &till apply to both the light and the
main verb uses, since there is just one underlying lexidayewhich these processes can access.

If one grants that an approach in terms of a single underlgrigal entry is on the right track,
then the next question which arises is one of representaforen that (at least) two uses must be
derived from one lexical entry, one possible route to takeld/be to fully specify all the possibili-
ties in the form of disjunctions. These disjunctive podiies would then be simply associated with
one and the same lemmae(give’, for example). This type of “full listing” could lay a claims in
terms of elegance of explanation or generalizability; havgf it did justice to the facts, one might
be tempted to choose this approach.

The next section discusses a further set of observationnsMiidd seem to legislate against
a “full listing” type of approach. Instead, a representatio terms of lexical underspecification
emerges as potentially more feasible.

2.2 Defeasible Information

Recall that the use of a light verb like ‘give’ always entdilat the action is completed. Furthermore,
the light verb ‘give’ can potentially contribute the semardimensions of benefaction, control, or
forcefulness to a given predication. Butt and Ramchand3R@falyze the contribution of com-
pletion/telicity in terms of the internal lexical semangicucture of the predication. A given event
is taken to have exactly three salient components: a catiaéfin, a process, and a result. These
three semantic components tend to be grammatically encodetiguages via morphological or
syntactic devices. Light verbs are seen as a syntacticeleiech interact with the event semantics
of the main verb to produce a more complete event descriplible more subtle semantic dimen-
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sions like benefaction or forcefulness are not dealt witbaurthis approach, but are assumed to
have a status that is akin to adverbial event modificatiopragosed by Butt and Geuder (2001).
That is, when the verb ‘give’ acts as a light verb, the joirér@vpredication is one in which the
agent had control over the event and the event is telic, mgpie a forceful manner and had some
benefit for a participant distinct from the agent of the event

In something like (3), for example, repeated in (6), thedaksemantic contribution of the light
verb to the predication results in a reading that the agemtbatrol and that the event is telic and
happened in a forceful manner. However, there is no sensenafaction.

(6) nadya=ne  dman=ko pani=m&lub-a di-ya
Nadya.F=Erg enemy=Acc water=in drown-Caus give-Perfgvl.S
‘Nadya drowned the enemy in the water (forcefully).

Now, if one were to take the disjunctive, full listing appecbadiscussed above, then one would
also have to anticipate all the situations in which the saimaimensions of benefaction or force-
fulness could or could not apply. Since this depends on ztrde as well as lexical semantic
factors, listing all the potential contexts which wouldelitse (or suppress) these additional event
modifications is not a feasible solution.

Another question to consider with respect to a possible comumderlying lexical representa-
tion for both main and light verb uses is whether one could/devent modificatory semantics such
as benefaction or forcefulness from an abstract preditatiorce associated with the verb ‘give’.
Thatis, is there something about the predicational forcgieé’ that would lead us to predict that it
might be associated with benefaction and forcefulnessppssed to a verb like ‘take’, for example
(cf. the contrast in (2))? The answer that Butt and GeudedXR@ive to this is a “yes”. Under
their analysis, the meaning dimensions of the light verbegare taken to be loosely based on the
predicational force of an abstract action ‘give’.

In conclusion, the diachronic and synchronic facts witlpees to light verbs in Urdu lead us to
the following realizations:

1. Both light and main verb uses must be derived from the sarderlying lexical entry.

2. The event modificatory semantics contributed by the Kgib are not random, but are to be
associated with an abstract representation of the verbestigun.

3. Not all of the meaning dimensions of a light verb must alvagply to a given event modifi-
cation.

Given these observations and realizations, what could awsihgle underlying, underspecified
entry look like? Standard approaches to lexical repreientén terms of lexical decomposition,
inheritance hierarchies, cognitive semantics, or Davi@so event semantics all seem to lack the
repertoire necessary for a solution to this problem. Or toitpanother way, there seems to be no
room for the kind of phenomenon described here in the appesato lexical semantics that have
dominated the last few decades: it is very difficult to apphpwkn technigues to the problem at
hand, or even to come up with imaginative new ways within tlistiag approaches.

We do not think it is a coincidence that no detailed lexicahantics approaches exist that
could capture the semantic contributions of light verbgnethough these semantic contributions
have been observed for quite some time and have been welindmted across several language
families. At most, the semantics of light verbs is approdclvéhin an argument structure or gram-
maticalization approach (see discussion above), butghigstto be able to account only for a subset
of the observed meaning dimensions.

Given that the existing approaches seem to be acting astsnitather than as enablers, we
decided to explore alternative possibilities for the repreation of lexical entries. WitRetri Nets
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(Peterson 1981), we found a model that seemed promisingrirstef providing new insights with
respect to the representation of lexical semantics. Irqudatt, since the type of Petri Nets used
here can be translated into the version of linear logic usedhe glue semantic component of
LFG (Dalrymple 1999), we anticipate that we would be ablerémglate the results we arrived
at through an exploration of Petri Nets directly into consatres for the representation of the
necessary semantic dimensions within glue semantics.

3 Petri Nets

In his dissertation, Carl Adam Petri (1962) introduced alkof directed graph that opened up new
ways of thinking about design issues in communication amdprder systems. These so-called
Petri Netswere accepted by researchers within such diverse fieldsoéxgpj astronomy, nuclear
physics and sociology as a promising way of solving problemaodeling issues. The Petri Net
community today is very active and organized (see, e.g:/httpw.daimi.au.dk/ petrinet/).

Petri Nets are used primarily to model the interactions betwdifferent components of sys-
tems, whereby each of the components is autonomous anddiamatdependently from the others.
This means that even while interacting with one anothet eae of the components may execute
different tasks at the same time. That is, Petri Nets dedl imteracting concurrent components.
Since the first presentation of Petri Net theory, a numbexkiginsions for differing applications and
purposes have been developed over the years. Even thoughafidie beneficial aspects of Petri
Nets are irrelevant in terms of linguistic theorizing, weuldbargue that there are some extremely
elegant properties of Petri Nets that can be used for a remiaton language for lexical seman-
tics. In this section, we introduce the ordinary or blackite/iPetri Nets (based on the version first
described by Petri 1962), whose architecture would seemnffice for the linguistic modeling of
lexical semantics.

A Petri Net is represented in the form of directed graphs amges the purpose of maintaining
simplicity and clarity in our analyses. Before looking aesiic examples containing Petri Nets
as means of representations (section 4), it is essentialegept a brief overview of the formal
properties of these graphs so that the importance and goskthe current approach to lexical
semantic representation becomes clear. One central tdrdstic of Petri Nets is that they constitute
bipartite graphs. This means that the graphs are deterrttinedgh the use of two distinct types of
nodes: places and transitions. In addition to these twastgbaodes and the arcs which assure the
directivity of the graph, a fourth object is introduced imler to describe the dynamics of a Petri Net.
This object is the token, expressed by a solidgathich resides inside the circles representing the
places. In the framework we work in, namely, the ordinaryriftts, the tokens represent abstract
information and are not distinguishable from one anothbe property of Petri Nets of having two
types of nodes defines the way the so-called ‘token gamehiduied inside a Petri Net. The token
game consists of a transfer of ‘tokens’ (represented asléo lots) through the graph, whereby
the ‘event’, as the ‘complete’ execution (including thetlpessible transition) of a Petri Net can
be intuitively called, can be described in different stagesording to the positioning of the tokens.
Below, the conception of a token game is explained, along thie procedural nature of Petri Nets.

A Petri Net structure, D, is a quadruple, D=(P,T,1,0), whBreg,, ps.,...,p, is a finite set of
places, 0. T=t, ts,... 1, is a finite set of transitions, 0. The set of places and transitions are
always disjoint, P'T=0; this represents formally that we are dealing with différgmtactic types in
the network. The mapping from the places to transitions eo fransitions to places is undertaken
by input (I: T—P oc) and output functions (I: =P co). These functions map transitions to bags
of places. A graphical representation of Petri Nets as infgig) 1 and 2 illustrates their potential
usefulness more clearly. A Petri Net graph consists of glasecircles, transitions as bars, and
arcs, which realize the input and output functions of thediteons and are always directed. Finally,
the tokens are considered to be abstract entities and exjpreprocedural nature of Petri Nets by
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carrying the relevant information and marking the netwaorkhe different stages of its execution.

It should be clear by now that a Petri Net is not just a diagrascdbing the relationships
among the objects represented by the nodes. One could adegrttechniques to do this in a
very convenient and simple way. An essential feature ofi R&ts is that they can be executed.
Following the terminology adopted in Petri Net theory, theps below express the algorithm for
the execution of a Petri Net.

1. Aninitial marking is defined (by a markingwe mean an assignment of tokens to the places
of a Petri Net).

2. The set of eligible transitions is activated (eligiblansitions are the ones whose input func-
tions contain at least one token in their domains).

3. One of the eligible transitions fires and transfers thengkio the places that belong to the
range of its output functions.

4. Step 2 is returned to until all the eligible transitionsdfired or else until the final marking
state has been reached.

PO 0 P1 1 P3

Pz 1 i

Figure 1: An Initial Marking

PO 0 P M P3

P2 1 0

Figure 2: The Final Marking

Before we move on to an illustration of the more complex Fééts we explore for the repre-
sentation of lexical semantics, some explanations of tsebeotions just introduced are in order.
The Figures in 1 and 2 represent a simple Petri Net in itsalnétind final marking stages. In what
follows, we briefly go through how this Petri Net was executed

The input function I(p,t) is defined as a mapping P —{0,1} corresponding to the set of
directed arcs from places to transitions and the outputtiome O(t,p) as a mapping <P —{0,1}
corresponding to the set of directed arcs from transitiongldces (0 and 1 represent the fact that
the function is either realized or not). The structure of Bedri Net in Figure 1, i.e., the quadruple
D that defines it, is represented as in (7).

(7) P:{p01p11p2!p3}

T: {to, tl}

|(p0,t0)=1, I(p21t0):1! I(pl,t0)=O, I(p3!t1):0
I(po, t1) =0, I(p2, 1) =0, I(p, 1) =1, I(p3,t)=0
O(to, po) =0, O, p) =0

O(to, p2) = 0, O, p2) =0

O(to, p1) = 1, O, p1)=0

O(to, p3) = 0, O, p)=1
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The formal representation of the structure of the Petri [d&tuinines which arcs can be activated
in the graph. This is based on the knowledge of which conoestare allowed, given the structure
in (7). A marked Petri Net N is one where we additionally define a markingn it. This is a
function that maps the members of the set of places p to theagative integers n that represent
the number of tokens. In other words, we assign a number ehtko the places that carry the
abstract information. The firing of a transition is achiewedwo steps: first of all, the places that
lead to the transition (these are all the places that rasaltliin the input function of the transition)
should be marked with at least one token. When this condigiomet, the transition is enabled. The
enabled transition then consumes the tokens of the ‘ingatgs and, according to the ‘power’ of
the arc, distributes tokens to each one of the appropriatgpid’ places. Figure 1 illustrates the
initial marking of the Petri Net, in which the places and g include one token each. During the
complete execution of the marked Petri Net, two firings aadized. The first firing is allowed by
the enabled transitio tBoth places gand p need to be marked with at least one token, otherwise
the transition is not enabled. If onlyr p, had a token, then the necessary preconditions for the
transition § to be enabled would not have been met and the transition watléire. Given that in
Figure 1 the transitionytis properly enabled, it can fire. This results in positiqnbeing marked
with a token. The second possible firing in the net can now faltee since the marking of;p
enables the transition.t Figure 2 illustrates the final marking of the Petri Net, wehtrere is no
other possible enabling of a transition.

Now, how does this abstract modeling relate to lexical sditseth The procedural nature of Petri
Nets and their usefulness for our purpose of semantic cotigposan be made clear by thinking
of the token game as the consumption of available resoundesxeby each new state of a Petri Net
represents a step in the process of semantic compositidiex@eal and lexical semantic effects can
be represented in terms of abstract tokens in certainlipibisitions. The interaction of these pieces
of (sub)lexical semantic information with one another ariithwlausal morphosyntactic information
as well as contextual information can then be modeled ambiglcomputed via a Petri Net. That
is, the Petri Nets allow a detailed modeling of the subtéegied intricacies of semantic composition
that are involved with respect to lexical semantics in gahand light verbs in particular. The
differing semantic interactions between the bits of seimadatowledge implied by a lexical item
can be computed by just enabling one and the same Petri Neth(ighmeant to represent the lexical
semantics of the verb) in different initial markings. Thefsferent initial markings correspond to
differences in the morphosyntax or in the context.

This lexical semantic perspective on the procedural fonatig of Petri Nets has potentially sig-
nificant import for a treatment of lexical and clausal seritarttecause it works with fundamentally
similar assumptions ague semantigone type of semantic analysis proposed within LFG. Within
glue semantics, semantic composition is driven by the idatlinguistic resources are consumed
until a final predication is reached in which all the argurseftthe predicates are instantiated (Dal-
rymple 1999). Glue semantics relies on linear logic andeéat] linear logic has also been suggested
by Engberg and Winskel (1994) as a possible translation of Rets2 Under their interpretation
of Petri Nets, the multiplicative conjunctiop takes as its arguments the places carrying at least
one token. Multiplicative conjunction enables a transitio the following way: a given transition
is only enabled through the ‘conjunction’ of the places @wtad to a transition. If the conjunction
holds, the transition can fire. This firing or, better, ‘comgtion’ of tokens is in turn realized by
the combination of the multiplicative conjunction and tiveelr implication—. The role of the
linear implication is to activate the transitions’ functiof realizing tokens in the output places.
The idea of consuming the appropriate places closed undentitiple conjunction® captures the
expressibility of Petri Nets in a simple way.

The marked Petri Net illustrated in Figure 1 can thus be sspred by the linear logic formula
in (8). Given the interpretation of the multiplicative cangtion as defined above, this formula

3Engberg and Winskel (1994) even proposed a smial-6) fragment of intuitionistic linear logic.
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states that the placeg pnd p enable the firing of a transition that provides us withyhich in its
turn is consumed and results ip.p

(8) ((P ® p2) — P1) — P3

This connection of linear logic to Petri Nets concludes tiseussion of the basics of Petri Nets.
The next section moves on to an illustration of concrete gtasnwith respect to the light verde
‘give’. In particular, we use places to represent bundlesenfiantic properties. Differences in the
initial marking of the Petri Net capture the different walis tight verb can modify the event of the
main predication and successfully express its subtle sécr@mtribution to the complex predicate.

4 Sample Analysis

Recall from section 2 that the data with respect to light seshd their form-identical full verb
counterparts points to a very intimate connection betwbhenwo. We propose to model this in-
terconnectedness by assuming a single underspecifiedllexitry from which both the main and
the light verb readings can be derived. The question possddtion 2 was: how can this single
underspecified entry be represented? The answer propo#dd gection is that a representation in
terms of Petri Nets can serve to clarify our ideas on the macgsepresentational components and
their interactions with one another and with clausal andatissal information.

Most of the familiar approaches to lexical semantics ineademe kind of lexical decomposition
(e.g., Dowty 1979, Jackendoff 1990, Hale and Keyser 2002yvéver, lexical decomposition is not
at all helpful when trying to come to grips with contextuatlgpendent meaning dimensions like
benefaction or forcefulness. Cognitve Semantics (e.gyrien 1996) appears to be more promis-
ing in this regard (see the discussion in Butt and Geuder 204 is ultimately not suitable for
computational purposes. As a first approximation towardsirfanthe right kind of underspecified
lexical entry, we therefore decided to work with Dowty’s 919 Proto-Role entailments.

Dowty (1991) formulated a number of entailments which felioom the lexical semantics of a
verb that could help with the identification of an argumengiiser a Proto-Agent, a Proto-Patient,
or neither. As a reminder to the reader, Dowty’s entailmeangsreproduced in (9).

(9) Dowty’s Proto-Role Entailments

Proto-Agent

a. volitional involvement in the event or state
(Ex.: Kim in Kim is ignoring Sandy.

b. sentience (and/or perception)
(Ex.: Kim in Kim sees/fears Sandly.

c. causing an event or change of state in another participant
(Ex.: loneliness iLoneliness causes unhappingss.

d. movement (relative to the position of another participan
(Ex.: tumbleweed imThe tumbleweed passed the rdck.

e. (exists independently of the event named by the verb)
(Ex.: Kim in Kim needs a new car.
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Proto-Patient

a. undergoes change of state
(Ex.: cake inKim baked a cakeerror inKim erased the erroy.

b. incremental theme
(Ex.: apple inKim ate the applg.

c. causally affected by another participant
(Ex.: Sandy irKim kicked Sandy.

d. stationary relative to movement of another participant
(Ex.: rock inThe tumbleweed passed the rdck.

e. (does not exist independently of the event, or not at all)
(EXx.: house irkim built a house.

Although some of Dowty’s definitions/assumptions are peottic and more could be said
on this matter, our interest for the moment is not in tryinggtobeyond Dowty’s insights, but to
investigate whether this way of looking at lexical semantian help with modeling the semantic
effects of light verbs.

Given the conclusion that a main verb and its corresponddtg Verb should be derived from
the same underlying entry, one desideratum is that the lynagrentry allow for the kind of flex-
ibility in which either a full argument structure is instated (main verb reading), or where only
some event maodificatory meaning dimensions such as beiwefacbntrol, or completion are in-
stantiated (light verb reading). We think that this can deewed by assuming that the lexical entry
by itself only provides a bundling of properties which arpitgal for the kind of event that is de-
scribed. That is, the lexical semantic representation gmilgnconsists of an unordered collection
of semantic properties that are akin to Dowty’s Proto-Rol@iéments. This bundle of properties is
only structured into the familiar lexically decomposedistures (e.g., an LCS) in interaction with
syntactic properties that require a main verb predicdtitvhen there is no call for a main verb
predication, i.e., when the syntactic environment doesatiotv for one, the bundle of semantic
properties is realized in terms of an event modificatory sd#it& That is, the meaning dimensions
are applied to modify the event semantics of the main verberctause.

The screen shots of working Petri Nets in Figures 3 to 6 ilietthis basic idea with respect
to the light verbde ‘give’.®> As shown in Figures 3 and 5, the lexical entry for ‘give’ ialty only
consists of semantic properties such as “volitional ingolent”, “causation” (both derived from
Dowty’s Proto-Agent entailments), “change of state” (ded from Dowty’s Proto-Patient entail-
ments) and a general “change of location” (goal) component.

The fundamental property of Petri Nets that we make use dfasdertain transitions can only
be enabled if all of the places leading to that transition ‘armed’. That is, the armed places
represent the necessary preconditions for a certain ti@mso fire. In terms of linear logic, these
preconditions can be interpreted as tbsourcefrom which semantic conclusions are drawn. The
idea in Figures 3—6 is that the underlying lexical semardfdte verb are invariant. The unordered
bundle of lexical semantic properties is realized as tolkerise places g p:, pi7 and p. Figures
3 and 5 differ in the additional kinds of resources. In Fig8rdor example, the initial markings
indicate that the verte‘give’ is the sole verb in a clause with three NPs$(p2 and p3). In such
a configuration, an execution of the Petri Net results in thal fnarking shown in Figure 4.

“Note that this idea shares many features with newer work byaMa 1997 and Borer 2003 by which the syntactic
type (and predicational power) of a lexical item is only detimed once it has been inserted into syntax.

*The Petri Nets were modeled with the help dPetrA (http://computacion.cs.cinvestav.mx/~amene-
ses/PetraPag/petra.html), one of the few Petri Net imphtatiens that are compatible with a Macintosh operating
system.
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& 3
| &8 - giva=my

P11-NF1

P12-NF2

P13-NF3

Fl6-Conextual factors

f_ 4

Figure 3: Underspecified entry for ‘give’, in main verb cofiténitial)

In Figure 4, the transitions tty, t;; and § were all enabled and therefore all fired and distributed
tokens to p, ps, P1s, P5s- These places, in turn, in conjunctiop)with the places p, p12 and g3
served to enable the transitions in t; and t, which then fired and led to a marking of the net
in which p; is marked. The final marking of the Petri Net, whegeipthe only place marked, is
interpreted as the predication of the event semantics ofia weab with three arguments. These
three arguments have the Proto-Role properties of voliignoto-Agent), change-of-state (Proto-
Patient), causal affectedness (Proto-Patient) and chafrigeation (neither Proto-Agent or Proto-
Patient, but a third argument).

& 3
[Folale) I give-my

P11-NF1

F12-NF2

P13-NF3

Fl6-Contextual factors

f_ 4

Figure 4: Interpretation for ‘give’, in main verb contextggl)

Contrast this with the initial markings that lead to a liglerly interpretation. This is shown in
Figure 5, where the places,mp:, pi7 and p contain tokens representing the lexical semantiaieof
‘give’, just as in Figure 3. The difference lies in contextaetivation. The initial marking in Figure
5 indicates that there already is a main verb in the clautakés into account perfective morphology
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on the main verb (this is how the telic reading is actuallgfised, see Butt and Ramchand 2003),
and it allows for contextual factors that would license teenantic dimensions of benefaction or
forcefulness, for example.

TI1-PA-volition

1 F11-NF1

T2-FF-changestate
1
T11-PP-causal-affect
1
T3-Change-of-Loc
P12-NFZ

P 14-Mainvarh . 2 P13-NP3
O 1 T# | Fhi-benefaction
-

-

] O
PI5-perf-morphosyti 9 F9-completion
0 TiO Pli-forcefulness

Pl6-Contextual factors

[ BT

Figure 5: Underspecified entry for ‘give’, in light verb cert (Initial)

rmf‘fﬂ 17 give=lv

T1-PA-volition

1 F11-NF1

T2-FPP-changestate
1

T11-PP-causul-affect
1

T3-Change-of-Loc
F12-NF2

I’I3-NP5

Pi-henefaction

FP&-completion

TiD Pli-forcefulness

FPlo-Contextual factors

4
Figure 6: Interpretation of ‘give’, in light verb contextifal)

In Figure 5, the transitions tts, t;; and § were enabled and therefore fired. However, given that
the positions p;, p12 and ps do not contain tokens in the initial marking in Figure 5, trensitions
leading to a full event predication were not enabled andctoat fire. Instead, the transitions tg,
to and ty were enabled and fired, resulting in the marking illustrateligure 6.

®Note that the “perfective” morphology this is taking intocaant was lost recently in Urdu/Hindi. Bengali, in
contrast, still has an overe marking on the main verb. Discussing this issue in detailld/take us too far afield, but see
Butt and Ramchand 2003 for a detailed discussion.
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Figure 6 thus shows a situation in which all of the meaningegisions ofde ‘give’ have been
activated: control (p), benefaction (), completion () and forcefulness (g). The predication
of these meaning dimensions is not random, but must be sedgrigimg or being licensed by the
collection of initial lexical semantic properties. So, fxample, the completion dimension that
is the hallmark of transitive light verbs in Urdu can be dedrom the change of state (Proto-
Patient) property, control is licensed by volition (Prétgent), forcefulness by causal affectedness,
and benefaction by the change of location.

Thus, the precise interpretation of the initial bundle ofidal semantic properties depends on
the clausal and discoursal context. If ‘give’ were the s@kbal predicate in a clause, as in Figure 3,
then the activated bundle of features could be realizedessdtic roles if and only if the clausal (or
discoursal in case of pro-drop) context licensed the argisnén this case, the NP states contain
tokens and the appropriate transitions (agent, patieral) gwe able to fire, leading to an event
predication. On the other hand, if the ‘give’ is found in aamjtion with another verbal predicate, it
can be interpreted only as predicating a collection of s¢imaroperties that must be applied to the
main event predication of another verb. We assume with Buti@euder (2001) that these meaning
components are analogous to adverbial modification.

A very nice feature of the Petri Net approach sketched hdfetst fulfills exactly the require-
ments identified in section 2: 1) main and light verb readishsuld be derived from the same
underlying lexical entry (indeedhe same underlying lexical semanjic8) not all of the meaning
dimensions supported by a light verb should necessarilgysve enabled.

The first point has been illustrated with respect to the abssituations represented by Figures
3-6. The second point can be illustrated with respect to xaenple shown in (10). This is a
sentence uttered by a man in a context where the woman he Bagpbamised to by his parents
(arranged marriage) releases him from his obligation. Asestplains that she realizes he does not
love her (while she will always love him), he is moved almastgars and he begs her to stop talking
because otherwise he will have to cry.

(20) m  ro d-O-g-a
I.Nom cry give-1.Sg-Fut-M.Sg
‘I will cry.” (from the movie Kabhi Khushi Kabhi Ghain

In this situation, the light verbe‘give’ carries no sense of benefaction or forcefulness h&at
the use of ‘give’ overrides the default assumption thatrayys more of an involuntary, rather than a
controlled action (our hero is manfully controlling his trg, but might still decide to do it anyway).
Again, this can be modelled via Petri Nets as shown in Fige#@&s An execution of the net results
in Figure 8. Here again the transitionst, t;; and § were all enabled and therefore fired. However,
of the transitions+, tg, ty and t, only t; and t, were enabled and could fire. The tokens in positions
pis and  are “stuck” and can be viewed as resources that were madaldeaby the underlying
lexical semantics of the verb, but which could not be conglime

Since these resources could not be consumed, no predidatiorms of the semantic dimen-
sions of benefaction and forcefulness is possible. Instidsemantic import of the light verb in
this situation is limited to contributing the informatidmett the crying event was a controlled one and

"Note that this does not quite fit with the conception of glumaetics as articulated in Dalrymple 1999, whereby all
resources must be consumed as part of arriving at a well tbsamantic representation. Under our proposal, Petri Nets
could be viewed as a procedural model of meaning wherebypb#ismantic knowledge are consumed depending on the
context. That is, we assume different stages in the proaéchadel. In an initial stage all the bits of semantic knowgled
that are available are dealt with in some form or another aadraadied” for further possible semantic composition
through the activation of 99 ps, p1s and p. In the next stage, only those bits of information which angable for
consumption actually enter the semantic composition,ltisgwnly in the marking of p and p in Figure 8. A more
precise articulation of the relationship between the P&gtimodel and glue semantics in this case, however, musftbe le
to further work.
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that it would have been completed, had our hero really coneagborying (recall that the utterance
is in the future tense).

r T
| @8 & I give-cryl

LI 11 4

| mun

TI1-PA-volition
1 FPI11-NF1

T2-FP-changestate

T11-PP-causal-affect FID-E\'eInt-pred ication
1

T3-Change-of-Loc

Po-completion

TiO Pl0-forcefulness
Fl6-Contextual factors +

Figure 7: Underspecified entry for ‘give’, in light verb cert with ‘cry’ (Initial)

In Figure 7, the initial marking for the underlying lexicamantics of ‘give’ is again the same.
And, again, it is the contextually supplied initial infortran that differs. So, in its initial state, the
Petri Net representing the analysis of (10) is marked wighitifiormation that there is a main verb
‘cry’. Since ‘cry’ only has one argument which could perfoenvolitional action, it is associated
with transition t.

QLS I give—cryl =

| sor | N

T1-PA-volition

1 P1I-NPI1

T2-FPP-chingestite
T11-PP-causul-affect

T3-Change-of-Loc
F12-NF2

PI3-NP3

Pl4-cry 4 J

. 1 T# \ Phi-benafaction

@ . > 5
F13-perf-morpho: X TS P-completion
1 1

TiO Fli-forcefulness =
Pl6-Contextual factors e -
¥
14 e %

Figure 8: Underspecified entry for ‘give’, in light verb cert with ‘cry’ (Final)

This concludes the presentation of sample lexical semamatyses in terms of Petri Nets.
There are several other problems to tackle, such as nobneeastructions (e.ggive a washand
why not all verbs allow light verb meanings. However, outiatiexplorations have shown that
the Petri Net model can deal with some difficult problems wétspect to the semantics of complex
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predicates quite nicely. Petri Nets would thus seem to geogipromising model of lexical semantic
representation, particularly in interaction with contextaited factors.

5 Conclusions

In conclusion, Petri Nets not only provide an intuitive mbfte the encoding of lexically under-
specified information, they also allow for the necessanyilfiity in semantic interpretation. As was
shown above, the meaning dimensions of benefaction andftoness with respect to the light verb
use ofde‘give’ in Urdu are highly context dependent. The relevaansition will only be activated

if a corresponding token has been found in the discourseexb(gncoded asontextual factotin
the Petri Nets$. When the “right” context for benefaction and/or forcefidads not available, then
these meaning dimensions cannot be computed. That is, thegsources made available by the
lexical semantics of ‘give’ that are not always necessardnpsumed as part of the computation.
The resource sensitivity inherent to Petri Nets is highiyirescent of glue semantics within LFG
(Dalrymple 1999). And indeed, the version of Petri Nets weehexplored in this paper has been
shown to be equivalent to the version of linear logic assumignin glue semantics. As such, the
insights gained from modeling lexical semantics withinrPets should be directly translatable
into LFG’s glue semantics. This remains to be done in futuoekw
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