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Abstract

Various researchers have used coding strategies such word order, case and
pronominal marking to predict asymmetries between different object functions
and/or information structure roles such as topics and foci. Moreover, some
studies have also suggested that there exists a correlation between different
grammatical functions and information structure roles. This paper analyzes
object marking in double object construction in Tigrinya. Tigrinya employs
word order, case and pronominal marking for coding grammatical functions
and information structure roles. Differential marking of objects depends on
definiteness/specificity which simultaneously triggers case and pronominal
marking. In Tigrinya this double marking strategy of definite objects implies
two interdependent motivations for differential object marking. Case marking
is employed to contrast definite object functions with subjects, or in other
words, to create a resemblance between different object functions. Whereas
pronominal marking is employed to create similarity in information structure
roles between topical objects and topical subjects. Moreover, based on the
pattern that applicative constructions in Tigrinya reveal, this paper argues
that there is no correlation between the primary object (OBJ) and secondary
object (OBJy), i.e. the core object functions attested in LFG (Lexical Func-
tional Grammar), and the topic and focus information structure roles. Since
languages vary as to which object: the base or the applied object, reveals more
primary object properties, accordingly, this variation is reflected by which
object associates with which information structure role.

1 Introduction

It is a widely attested phenomenon that languages code their object functions
variedly (e.g. Comrie, 1979; Khan, 1984; Bessong, 1985; Croft, 1988; Aissen,
2003a, among others). Bessong (1985) designated this phenomenon as differ-
ential object marking (DOM). In some languages purely semantic factors such
as animacy and definiteness, and in others information structure roles alone,
i.e. topic and focus, or both trigger variation in object marking. For example,
in Romanian animate-referring pronouns and proper nouns (Farkas, 1978) and

I would like to thank the audience at the LFG07 conference for their useful comments and
criticisms. I wish specially to acknowledge the comments and suggestions of Mary Dalrymple,
Yehuda Falk and Sam Mchombo. I am also grateful to Miriam Butt who during her visits to
Bergen and our ParGram (Parallel Grammar Project) meetings endowed me with valuable in-
sights. I also wish to thank the editors of the 'Proceedings of the LFG07 Conference', whose
comments and editing have influenced the quality of this paper. My special thanks also goes
to my supervisor, Helge Dyvik, whose support and guidance have being crucial throughout the
development and maturation of my research.



in Hebrew definite objects (Givon, 1978) are case marked. In Bantu languages
animacy and definiteness/specificity determine pronominal marking of objects
(Morimoto, 2002). In Semitic languages such as Amharic and Syriac definite-
ness as well as discourse prominence triggers case and pronominal marking
in direct objects (Khan, 1984). However, in some languages verbal affixes
do not always correspond with argument functions. For example, in Maithili
(Indo-Aryan) the controllers of the verbal affixes can be objects with various
semantic roles, obliques, possessors etc., as long as they are salient in the dis-
course context (Dalrymple and Nikolaeva, 2007). Aissen (2003a) investigated
languages in which DOM depends on semantic factors to trigger dependent
marking (case), and she proposed a unified generalization of the phenomena
that predicts the relative markedness of objects based on the degree of promi-
nence on the dimensions of animacy and definiteness (1). These scales indicate
that the higher a direct object occurs in the hierarchy, the more likely it is to be
case marked.

(1) a. Animacy Scale (Aissen, 2003a, 442)
Human > Animate > Inanimate

b. Definiteness Scale (Aissen, 2003a, 444)
Pronoun > Name > Definite > Indefinite Specific > NonSpecific

In a recent study, Dalrymple and Nikolaeva (2007) proposed a new theory
of differential object marking which accounts for the information structure role
of 'secondary topic’. In their study the designation ‘secondary topic’ refers to
the object argument which assumes the highest discourse function after the pri-
mary topic’, a discourse function that corresponds with the subject argument.
Let us first give a working definition for the terms fopic and focus. According to
Lambrecht (1998, 118) ropic refers to the entity that the proposition expressed
in an utterance is ABOUT, and focus refers to the new information or prag-
matic assertion added on to the pragramtic presupposition (old information).
Dalrymple and Nikolaeva (2007) assert that languages treat secondary topics
distinctively by coding them morphologically, either through verbal affixes or
case marking, and by assigning them to a particular grammatical function, or
both. Their observation goes inline with the theory of agreement’ proposed by
Bresnan and Mchombo (1987) and the study of ‘object asymmetries’ (Bresnan
and Moshi, 1993; Alsina and Mchombo, 1993; Alsina, 1996) developed within
the LFG (Lexical Functional Grammar) framework. Bresnan and Mchombo
(1987) analyze the subject marker as an ambiguous marker between gram-
matical and anaphoric agreement, and the object marker as an unambiguous
anaphoric/topic agreement marker. Moreover, Bresnan and Moshi (1993) use



restrictions on word order and pronominal marking to predict syntactic prop-
erties of objects in constructions such as the dative shift and the applicative.
They classify Bantu languages into symmetric and asymmetric languages with
regard to the syntactic behaviors of their objects. In symmetric applicatives
both the verbal object (VO), an object that a verb is initially subcategorized for
as its basic argument, and applied object (AO), an object that a verb is subcat-
egorized for by virtue of being marked with an applicative morpheme, reflect
primary object properties. On the other hand, in asymmetric applicatives only
the AO reflects primary object properties. The primary object properties are
properties that a single object of a mono-transitive verb reveals by occupying
the immediate post verbal position, controlling pronominal agreement, and as-
suming the subject function in passivization. These properties are represented
by the feature [-r] which indicates the non-restricted nature of the object that
acquires them. In LFG this object receives the designation OBJ. On the other
hand, the object that does not possess such properties is assigned a [+r] feature,
and is designated as secondary object or OBJg. OBy is restricted to specific
semantic roles such as theme, instrumental, locative, etc. (depending on indi-
vidual languages), and the subscrip '0' is a variable that represents the class of
semantic roles that OBJg can be associated with (Bresnan and Kanerva, 1986;
Bresnan, 2001; Dalrymple, 2001). Dalrymple and Nikolaeva (2007) maintain
that there exists an obligatory linkage between grammatical functions and in-
formation structure roles. Based on their observation of data from Ostyak and
Chatino, they argue that secondary topics correspond to primary objects (OBJ)
and the non-topical (focus)/unmarked objects to secondary objects (OBJg).

This paper aims to investigate the conditions that instigate DOM on the one
hand, and to describe the functions of the different grammatical strategies in-
volved in marking grammatical functions and discourse functions in Tigrinya
double object constructions on the other hand. This paper will be organized
in the following way. First, object marking strategies in mono-transitive, dis-
transitive and applicative constructions will be presented. Second, syntactic
object properties will be described in order to distinguish between the types
of objects that occur in double object constructions. Third, the function of
pronominal marking in information structure roles will be analyzed. Fourth,
the correlation of information structure roles to grammatical functions will be
demonstrated. Finally, concluding remarks will be forward.

2  Object marking in Tigrinya

Tigrinya employs a SOV order in its syntax (Raz, 1980; Tesfay, 2002; Girma,
2003; Weldu, 2004). However, this order is not strictly followed when nomi-
nal constituents are either head-marked or/and dependent-marked since under



these conditions the arguments can be reordered in various combinations for
pragmatic reasons. Subjects are unmarked for case, but are obligatory marked
with pronominal suffix. It is a cross-linguistically attested phenomenon that
caselessness triggers agreement, but not the other way round (Falk, 2006, 101).
Moreover, an indefinite object is neither case nor pronominally marked. Only
definite and discourse prominent specific objects trigger case and pronomi-
nal marking. The subject and the object pronominal suffixes code the gender,
number and person agreement values. This is illustrated in (2).!

2) a. Ay N0L-& Chf =
lami bitirayi ri?iy-a.
cow.FSg bull. MSg Perf.see-SM.3FSg
‘a cow saw a bull’
b. *N0é-2 AP Chf=
bitirayi lami ritiy-a.
bull. MSg cow.FSg Perf.see-SM.3FSg
Example (2a) shows the unmarked order where the verb carries only a subject
pronominal suffix. If we switch the order of the subject and the object as in
(3b), the sentence becomes ungrammatical which is evidenced by the agree-
ment mismatch: the verb codes a feminine subject, but the nominal in the sub-
ject position shows a masculine gender value. When a definite object is marked
with case and verbal suffix, the word order becomes unbounded as in (3).

3) a azr Ay 1k N0¢-&
Pit-a lami n-at-i biVirayi
Det-3FSg cow.FSg Obj-Det-3MSg bull. MSg
CafT =
ri?iy-a-to.

Perf.see-SM.3FSg-OM; .3FSg

‘The cow saw the bull.’

b. N0e-& hF Ay
nat-i bifirayi TYita lami
Obj-Det.3MSg bull. MSg Det.3FSg cow.FSg
ChAfT =
ritiy-a-to.

Perf.see-SM.3FSg-OM;.3FSg

‘The bull, the cow saw it.’

!Glossing abreviations: Appl: applicative, Def: definite, Det: determiner, F: feminine, Im-
perf: imperfective, Indef: indefinite, Infin: infinitive, M: masculine, O: object, Obj: objective
case, OM1: OBJ marker, OM2: OBJg marker, Pass: passive, Past: past tense, Perf: perfective,
Pl: plural, Rel : relative, Pres: present tense, Poss: possessive, SM: subject marker, Sg: sin-
gular, Su: Subject, TOPIC1: primary topic, TOPIC2: secondary topic , TOPIC3: tertiary topic
and VN: verbal noun



c. *nr A "t N0é-L Chf=
Tit-a lami n-ati bifirayi ririy-a.
Det-3FSg cow.FSg Obj-Det.3MSg bull. MSg Perf.see-SM.3FSg

In (3a) and (3b) the verb bears a obligatory pronominal suffix for the def-
inite object. Example (3c) shows that a clause becomes ungrammatical if the
verb does not code the definite object. In addition, the definite object is obliga-
torily marked by a prepositional particle "“7/ni'. This case marker non-distinctly
codes definite accusative objects and dative objects regardless of their definite-
ness status. This marker is referred as ‘objective case’ in this paper.

Sometimes specificity can trigger case and pronominal marking. When a
specific object argument is understood as being affected by the action/event
that the verb denotes, then it can trigger pronominal marking as in (4).

4) a. 1he ONAL N THL
ni-hadd  sdbi?ayi k-i-higiz-4-ni
obj-one.M man.Sg Infin-Imperf.3-help-SM.MSg-OM; .1Sg
e =
hatit-&-yo
Perf.ask-SM.1Sg-OM;.3MSg
T asked a (certain) man to help me.

b. &t ooYC TN, 1AL Tovll. & ooXh&
Pit-i mamihiri timali  ni-hadd  tim&dharayi masihafi
Det-3MSg teacher.Sg yesterday Obj-one.M student.MSg book-Sg
1P =
hib-u-wo.

Perf.give-SM.3MSg-OM;.3MSg
‘Yesterday the teacher gave a book a (certain) student.’

In Tigrinya the numeral 'one' is used to mark specificity. As examples (4a) and
(4b) show, the specifier 'one' is marked with the objective case “7/ni' and the
specified argument controls the pronominal suffix.

Tigrinya has two object pronominal forms. One form is associated
with VOs. For example, in '1A.0-P-baliY-u-wo/eat-SM.3MSg-OM1.3MSg'
the 'wo' suffix codes a theme object, and in "Z(F#-hib-u-wo/give-SM.3MSg-
OM;.3MSg' it can mark either a theme or a recipient object depending on
which one is more topical. The second form is composed of the preposi-
tional clitic '&\/li' and pronominal suffixes. For example, the object suffix 'lu' in
'"0A.0-&/baliS-u-lu/eat-SM.3MSg-OMo.3MSg' is made up of 'l' which denotes
a beneficiary, maleficiary, instrumental or locative semantic roles, and 'u' a
third person masculine singular agreement values. However, 'A\/li' can never
be associated with a theme/patient object argument.?

There is no one-to-one correspondence between the two object pronominal forms and their
meanings. For example, OM; marks definite object arguments of transitive and ditransitive
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Tigrinya is not strictly a head final language. When the verb carries agree-
ment suffixes for both the subject and the object, it can be pre-posed as in (5).

b)) “Lo-aan” LA he
dawi bal-i yi-bilo hade
still Imper.be-SM.2MSg Imperf.SM.3MSg-say-OM;.3MSg one
nAfg° PAD- T ANAL =
kabitomi qolifu n-at-i sébitayi.

of-Det.3MPI child.PI Obj-Det-3MSg man.Sg.

“ “Stop!” says, one of the children to the man. | One of the children tells the
man to stop.

(Newspaper corpus: Hadas Ertra 2007, Issue 16, no. 236)

In this example, the verb is fronted, and both the subject and object follow
it. The subject and the object can also be dropped, and in this way the verb can
stand alone as a complete clause.

Therefore, case and pronominal marking of objects in monotransitive
clauses is determined by definiteness and specificity. In the following section
we will extend this discussion to analyze double object constructions. Verbs in
Tigrinya admit only one object pronominal suffix at a time. Since restrictions
on pronominal marking have been used to predict object properties in dou-
ble object constructions (e.g. Bresnan and Kanerva, 1986; Bresnan and Moshi,
1993; Alsina and Mchombo, 1993; Harford, 1993, for Bantu languages), we
will investigate the syntactic restriction in double object constructions in order
to characterize syntactic properties of object functions.

2.1 Objects in ditransitive clauses

In Tigrinya double object constructions that involve ditransitive verbs em-
ploy different syntactic restrictions than applicative constructions. Ditransi-
tive verbs such as '@7(/wihaba-give', '9%0/Vadala-distribute', 'T'1d./magara-
tell' and ' &/mahara-teach, etc.' initially subcategorize for two object argu-
ments. These objects are coded with the same form of pronominal affix. Let
us first consider a clause with two indefinite objects (6).

verbs, and it also codes affected AO of intransitive verbs, as in o2& AP-masi-u-wa/came-
SM.3MSg-OM;.3FSg which means ‘He/it came/arrived to her’. Therefore, we adopt the glosses
OM; and OM; as identifiers of the two morphological forms rather than as designators of
meanings.

11



(6) a. Atk oy T, ey ooxhG L

Pit-i mamihiri timali  ni-tim&haro masihafi-ti
Det-3MSg teacher.Sg yesterday Obj-student.Pl book-PI
%400 =

Yadil-u.

Perf.distribute-SM.3MSg
‘Yesterday the teacher distributed books to students.’

b. Atk oPYC TN TherdC ooRhG
Pit-i mamihiri timali  ni-tdméharo masihafi-ti
Det-3MSg teacher.Sg yesterday Obj-student.Pl book-PI
%40 =
Yadil-u.

Perf.distribute-SM.3MSg
‘Yesterday the teacher distributed books to students.’

As the examples in (6) show there is no fixed position to code these objects.
They can only be distinguished by their case marking; indefinite theme ob-
jects are unmarked, while recipient objects are marked with the objective case
""1/ni'. When both objects are indefinite, neither of them can control verbal suf-
fix. However, the two clauses express different emphasis, in (6a) emphasis is
neutral, but in (6b) the pre-posed theme object is more emphasized. An anal-
ogous pattern is attested in ¢ /Tigird (Raz, 1980), an Abyssinian Semitic
language closely related to Tigrinya.

Similarly, in a ditransitive clause that involves a definite recipient object
and an indefinite theme object the word order is unbound as in (7).

(7)) a. &t oyc e tooyC  ooFhGEL:
Pit-i mamihir: n-at-omi taméharo mésihafi-ti
Det-3MSg teacher.Sg Obj-Det-3MPI1 student.P1 book-PI
G5 PP

Yadil-u-wom.
Perf.distribute-SM.3MSg-OM; .3MPI

‘The teacher distributed books to the students.’

b. &t oPYC  ooR AL PR tovy
Pit-i mamihiri masihafi-ti n-at-omi tamaharo
Det-3MSg teacher.Sg book-Pl ~ Obj-Det-3MPI student.PI
G PP =

fadil-u-wom.
Perf.distribute-SM.3MSg-OM; .3MPI
‘The teacher distributed books to the students.’

When objects are different in terms of case marking, they are not ordered
in relation to each other. Moreover, only a definite object can control pronom-
inal suffixes, thus in examples (7a and 7b) the recipient object is pronominally
marked. However, when the theme object is definite, then word order becomes
constrained, and the theme object is pronominally marked as in (8).
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8) a. At oy 1tk oox et 1o

Pit-i mamihiri na-t-i masthafi-ti taméaharo
Det-3MSg teacher.Sg Obj-Det-3MSg book-Pl ~ Obj-student.P1
Y0P

fadil-u-wo.

Perf.distribute-SM.3MSg-OM;.3MSg.
‘The teacher distributed the books to students.’ 3

b. *at ooy rtoey "k oo hel;
Piti mamihirt ni-timaharo n-at-i masthafi-ti
Det.3MSg teacher.Sg Obj-student.Pl OBJ-Det-3MSg book.P1
Go.0P =
fadil-u-wo.

Perf.distribute-SM.3MSg-OM;.3MSg

When the theme object is definite, it obligatorily precedes the recipient object,
as in (8a). Since both objects appear similar in terms of their case marking,
thus they are coded by their position. As a result, if their order is switched, the
sentence becomes ungrammatical, as in (8b). Similarly, when both objects are
definite, word order becomes bound, but the verb can bear a pronominal suffix
for either object depending on discourse prominence, as in (9).
) a. &t oY Ttk ooxhet: 119
Pit-i méamihiri n-at-i masihafi-ti n-at-omi
Det-3MSg teacher.Sg Obj-Det-3MSg book-Pl ~ Obj-Det-3MPI
T GE8NPI =
tamaharo Yadil-u-wom.
student.P1 Perf.distribute-SM.3MSg-OM; .3MPI
‘The teacher distributed the books to the students.’
b. At oYC 1t ooxhet
Tit-i mamihir: n-at-i masihafi-ti n-at-omi
Det-3MSg teacher.Sg Obj-Det-3MSg book-P1  Obj-Det-3MPI
TooyC GNP =
tdmaharo Yadil-u-wo.
student.Pl Perf.distribute-SM.3MSg-OM; .3MSg
‘The teacher distributed the books to the students.’

Example (9) shows that a definite theme object must precede a recipient object.
Another interesting observation is that in this context either the definite theme
object, as in (9b) or the definite recipient object, as in (9a) can be marked with a
pronominal suffix depending on the speaker's choice of which referent to high-
light. Therefore, definiteness constrains both objects equally. As implied in
these examples, conditions on animacy do not have a bearing on object mark-
ing in Tigrinya. Had it been relevant, the recipient object would be prioritized
over the theme object for pronominal marking.

*In Tigrinya a plural form of an inanimate noun (e.g. "books’ in (8)) has a collective reading.
It is determined by a masculine singular article, and the verb agrees with the determiner.
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2.2 Objects in double object applicative constructions

A double object applicative construction codes a VO and an AO. These ob-
jects are coded by distinct pronominal forms: OM; and OMj, respectively. In
Tigrinya various semantic roles such as a beneficiary, maleficiary, instrumen-
tal, locative and goal can be expressed applicatively. Applicative constructions
involve different syntactic restrictions than ditransitive constructions. Lets first
consider an applicative construction that involves a theme vs. beneficiary ob-
jects as in (10).

(10) a. ™M 1qn WINT 18-
nisi-ka  ni-yonasi fagazeni hadini-ka-lu
Pro-2MSg Obj-Yonas.M deer.Sg Perf.hunt-SM.2MSg-OM,.3MSg.
‘You hunted (for) Yonas a deer.’

b. I W7 TGN 749.71-0-f =
nisi-ka  Tagazeni ni-yonasi hadini-ka-lu
Pro-2MSg deer.Sg Obj-Yonas.M Perf.hunt-SM.2MSg-OM,.3MSg.
‘You hunted (for) Yonas a dear.’

c. 1M 15> W7 TGN
nisi-ka  n-a-ta fagazeni ni-yonasi
Pro-2MSg Obj-Det-3FSg deer.Sg Obj-Yonas.M
749.71-0-0c =

hadini-ka-lu
Perf.hunt-SM.2MSg-OM,.3MSg.
‘You hunted (for) Yonas the dear’

An applicative construction with a theme vs. beneficiary AO is not bound
in terms of its word order. As examples (10a) and (10b) show either object can
occur in either position. Moreover, the verb always codes the AO regardless
of whether the VO is definite or not, as in (10c). This implies that an AO is
the most topical object; in fact AOs are always individuated or definite objects.
As Donohue states (in Peterson, 2007, 83) "the essential function of applica-
tive constructions is to indicate that the entity the construction refers to has
a greater discourse salience or topic continuity than would otherwise be ex-
pected of it". Moreover, since an AO acquires its core object status by virtue
of the applicative morpheme, if the verb does not bear this morpheme, the con-
struction ceases to be an applicative clause. Since the beneficiary and recipient
roles lack distinct prepositions for their oblique expression, they can only be
expressed in double object constructions.

Applicative constructions with applied roles such as the instrumental and
locative reveal slightly different syntactic restrictions. For example, unlike the
objects with beneficiary vs. theme roles, the instrumental/locative vs. theme
objects are required to stay in a fixed position, as in (11).

14



(11) a. at ONAL 1 40 OIMmL T

Pit-i sébi?ayi n-at-i fasi Tinicayiti
Det-3MSg man.MSg Obl-Det-3MSg ax.Sg wood.Sg
b0 A =

falis-u-lu

Perf-chop-SM.3MSg-OM,-3MSg

‘The man chopped wood with an ax.’

b. &t ANAL 7tk 40 1k 01O T
Pit-i sébi?ayi n-at-i fasi n-at-i Tinicayiti
Det-3MSg man.Sg Obl-Det-3MSg ax.Sg Obj-Det-3MSg wood.Sg
b0 A =
falis-u-lu

Perf-chop-SM.3MSg-OM,-3MSg
‘The man chopped the wood with the ax.’

c. *atl ANaL 011 i 40
Pit-i sébi?ayi (iniCayiti n-at-i fasi
Det-3MSg man.MSg wood.Sg Obl-Det-3MSg ax.Sg
b0 A =
falis-u-lu

Perf-chop-SM.3MSg-OM,-3MSg

In applicative constructions that involve a theme vs. instrumental/locative ob-
ject, the AO must precede the VO regardless of whether the VO is definite
or not, as in (11a, 11b). If we reverse the order, the construction becomes
ungrammatical as in (11c). Moreover, like in a beneficiary vs. theme applica-
tive construction, the verb always codes the applied roles. However, if the
VO is topicalized instead of the AO, the instrumental/locative roles are ex-
pressed obliquely since they posses distinct prepositions (l/bi-' instrumental
and 'A-1/?abi' locative) as in (12).

(12) &t ANAL 01 &1 14N
Pit-i sébi?ayi n-at-i Tinicayiti bi-fasi
Det-3MSg man.Sg Obl-Det-3MSg wood.Sg with-ax.Sg
4.0 ADP =
falis-u-wo

Perf-chop-SM.3MSg-OM; -3MSg
"The man chopped the wood with an ax.’

In example (12) the verb codes a definite VO, thus the instrumental role is
expressed in an oblique phrase. In terms of word order, the definite theme
object must precede the oblique phrase.

To sum up, Tigrinya employs a complex interaction of word order, case and
pronominal marking in coding objects. Since unmarked objects are not ordered
in relation to each other, verb adjacency cannot be taken as an argument for
determining primary object properties. However, restrictions on pronominal
marking display asymmetry between the two object. In the following section
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we will investigate if the restrictions on pronominal marking correlate with the
passive typology that characterizes Tigrinya.

3 Primary object properties

A vast body of research in object asymmetries uses the correlation of properties
such as pronominal marking and passive typology as a proof for primary object-
hood (Bresnan and Moshi, 1993; Alsina and Mchombo, 1993; Alsina, 1996).
These studies claim that the underlying properties of a language manifested in
passive typology are one and the same as those manifested by the descriptive
properties of a language, i.e., restrictions on word order and pronominal mark-
ing. In Tigrinya a ditransitive verb can bear a pronominal suffix for either of
the two objects. Thus, in this regard both objects may display primary object
properties. However, in an applicative construction only the AO controls the
pronominal suffix; thus only AOs may display primary object properties with
respect to pronominal marking. Bellow we will compare these properties with
those reflected in passivization. Let us first consider example (13).

(13) a &t toryC oo hGt TPLOP =

?it-omi taméharo masihafiti ta-wahib-omi
Det-3MPI student.Pl book.Pl  Pass-Perf.give-SM.3MPI
‘The students are given books.’

b. & oox gt toryC O AL
Pit-i masihafiti ni-tdméharo  ti-wahib-ui
Det-3MSg teacher ~ Obl-Det-3MPI student.Pl book.Pl
‘The books are given to students’

Since the recipient (13a) and the theme (13b) arguments can function as sub-
jects in passivization, both display primary object properties. Another strong
piece of evidence for primary objecthood is the ability of the passive verb to
admit object suffixes, as in (14). Asymmetric type languages like Chichewa
lack this property (Bresnan and Moshi, 1993; Alsina and Mchombo, 1993).

(14) a. at9 Aty ik X et
?it-omi tdméaharo n-at-i maésihafi-ti
Det-3MPI student.P1 Obj-Det-3MSg book-Pl1
TPLOPP =

téd-wahib-om-wo.
Pass-Perf.give-SM.3MPI1-OM; .3MSg

‘The students are given books.” *

“This sentence can also have a reflexive reading ‘The students gave themeselves to the books.’
since the passive and the reflexive verb forms are marked with the same morphological form.
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b. at ook hGt; ooy

Pit-i masthafi-ti ni-tamaharo
Det-3MSg book-P1  Obl.students.Pl
TPLAPI =

ta-wahib-u-womi.
Pass-Perf.distribute-SM.3MSg-OM; .3MPI

‘The books are given to students.’

The passive verb in (14a) bears a subject and an object pronominal suf-
fixes for the recipient and the theme arguments respectively, but example (14b)
shows the reverse, here the theme role is expressed as a subject and the recipient
as an object. As these examples show Tigrinya displays an alternating passive
type in ditransitive constructions. Therefore, both objects exhibit primary ob-
ject properties with respect to passivization as well. However, in applicative
constructions only the theme role can function as a subject in passivization, as
in (15).

(15) a. &t oo AhGg a0 TIH.HA =
Pit-i maésihafi n-saba ta-gazi-u-la
Det-3MSg book.Sg Obl-Saba.F Pass-perf.buy-SM.3MSg-OM,.3FSg
‘The book was bought (for) Saba.’
b. *aA0 oo hF IHA =
saba masihafi ta-gazi-?a
Saba.F book.Sg Pass-perf.buy-SM.3FSg

In (15a) the theme role is expressed as a subject, and the beneficiary role as
an object. However, applied roles such as beneficiary/locative/intrumental can
never be expressed as subject functions, as in (15b).

The type of asymmetry displayed by Tigrinya applicative constructions is
different in a crucial way than the asymmetry type found in Bantu languages. In
Bantu languages the AO displays primary object properties. While in Tigrinya,
with respect to pronominal marking, the AO shows primary object properties,
but with respect to passivization only the theme object reflects primary object
properties. And thus, passivization and pronominal marking reflect uncorre-
lated properties. In addition, the passive verb can admit a pronominal suffix
for the AO as in (15a). Therefore, Tigrinya has symmetric objects both with
the [-r] features classified as OBJs in its ditransitive clauses. In contrast, in
its applicative construction it has asymmetric objects, with the AO getting the
[+r] feature and thus classified as OBJg and the VO getting the [-r] feature and
classified as OBJ.

17



4 Object marking and information structure roles

A vast body of research predicts a correlation between grammatical agree-
ment and discourse functions. Among these, Givén's (1976) typological study
has been very influential. Givén systematically explained various diachronic
data and demonstrated that agreement markers had historically evolved from
topic pronouns to clitic pronouns then to redundant agreement markers. Givon
claims that agreement and anaphoric marking are the same processes and that
they cannot be distinguished either diachronically or synchronically. His pro-
posal regarding the puzzling differences between the pronominal and nominal
structure found in the imperfective and perfective verb conjugation systems in
Semitic languages is specially commended in Semitic studies. Tigrinya, like
its Semitic peers, has two types of verb conjugation systems, the imperfective
and the perfective. The imperfective verb conjugation is a prefix one which
displays partial agreement specification as a prefix and partial specification as
a suffix which shows a 'person-stem-(gender, number)' ordering (e.g. Amharic
in Baye, 2006, 196). However, in the perfective verb form the subject pronom-
inal marker is a suffix. It is beyond the scope of this paper to outline the his-
torical development in word order and agreement marking in Tigrinya; how-
ever, it would suffice to say that the differences between the imperfective (e.g.
L& & /yi-sihif-i/SM.3-write-SM.MSg) and the perfective (e.g. &-hé./sihaf-
a/write-SM.3MSg) subject pronominal forms on the one hand, and the per-
fective and gerundive (e.g. & dv.4-/sihif-u/write-SM.3MSg) subject pronominal
forms on the other hand, reflect different grammaticalization processes. Nev-
ertheless, the different forms function as pronominal subject affixes.

The morphological similarity between independent pronouns, and the sub-
ject and object pronominal affixes seem to support the basic claim that the
pronominal affixes evolved from topic pronouns to agreement markers. The
prefix pronominal system shows little resemblance to the independent pro-
nouns in Tigrinya. However, the gerundive form is quite similar to the endings
of independent pronouns as in table (1).

Table 1: Pronoun and pronominal affixes

Values Subjective Objective Perf.eat-SM-OM
Pro.3MSg | “I(x-nis-u 1% h-nita?-u NA.0-2-biliT-u-(w)o
Pro.3FSg | “14-nis-a 1%h-niYa?-a NA.% F-balit-a-(t)a

Pro.3MPl | 1Af9°-nisat-omi | 19k9°-nifa?-omi | NA.LI°PI°-biliT-omi-(w)omi
Pro.3FPI 74-F"7-nisat-eni 19h"-niva?-eni 0A.071A"1-baliT-eni-(?)ani

SVowel sequence is not permitted in Tigrinya syllabic structure. Therefore, epenthetic seg-
ments such as 'w' and 't' are inserted between the subject and the object pronominal suffixes for
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This table shows that the subject and object suffixal conjugation of the
gerundive verb are etymologically related to the personal pronouns in Tigrinya.

The theory of agreement proposed by Bresnan and Mchombo (1987) has
influenced a wide body of research in LFG. Bresnan and Mchombo convinc-
ingly demonstrated that subject pronominal affixes are ambiguous markers of
grammatical and anaphoric agreement; whereas, object pronominal suffixes
are only a topic-anaphoric markers. First, the fact that the anaphorically linked
arguments and pronominal affixes in a discourse are required to show gender,
number and person agreement reflects the anaphoric function of pronominal
affixes. Second, in languages like Tigrinya the object pronominal marker is
induced by definiteness. Therefore, it can only mark referential, salient and
individuated object arguments; and thus it is a topic marker rather than a gram-
matical agreement marker. On the other hand, the subject marker is obligatory,
and it can correspond with non-referential and non-topical subject. For exam-
ple, Lambrecht (1998, 137) argues that in a context where the whole predicate
is focused, the subject is not a topic since the whole proposition is covered by
the focus discourse function. The subject marker functions as an anaphoric
marker when it corresponds with topical subject NPs in a discourse. We will
illustrate this by way of examples from a real discourse context as in (16).°

(16) &Ml “708&: HhL T T HoenA
?abi mafido: hada mitihati z-i-masili
at  distance: one.MSg ghost  Rel-Imperf.SM.3-resemble.SM.MSg

204 11IC LRk LT A | I A 17
safida nagari ra?a-ku = nab-ayi misi qaréba gini:
white thing Perf.see.SM.1Sg:: to-1Sg when Perf.near-SM.3MSg but:
ZaNg HANA PAG  °TOF

galébiya zi-labas-a golifa mi-kan-u

jelabia  Rel-Perf.wear-SM.3MSg child.Sg VN-be-Poss.3MSg

T 1A =

ta-ganizabi-ku =
Perf.realize-SM.2Sg.

‘At a distance, I saw a white thing which resembled a ghost. But when it
neared me, I realized its being (it was) a child that wore a Jellabia (robe).’

(Source: Hadas Ertra 2007, Issue 17, no.13)

the 3MSg 'u' and 3FSg 'a’ as it is shown in the first and the second rows in this table.

®This excerpt is taken from a Tigrinya newspaper 'Hadas Ertra' column series called ‘One
World'. The columnist, Amanuel Sahle, is a famous journalist and a linguist. His book 'A
Comprehensive Tigrinya Grammar' is one of the most referred to work in Tigrinya studies. He
is a member of the 'Medial Language Standardization Committee' in the Eritrean Ministry of
Information. Amanuel is believed to be a good writer and a model to other journalists on how
to write good/appropriate Tigrinya. Thus, I believe the quality of the text is guaranteed and that
the examples employ a standard use of the issue at hand.
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In the above discourse, the antecedent of the incorporated subject pronoun
(SM.1Sg) that the verbs ‘see’ and ‘realize’ bear is not realized either as an inde-
pendent pronoun or as a full NP. The referent can only be recovered from the
discourse context. Since the text is a narrative discourse and employs the 'first
person narrative' technique, the speaker/writer refers to himself through the
incorporated pronoun 'T'. Bresnan and Mchombo (1987) state that in order to
satisfy the completeness and coherence conditions [such] argument functions
(SUBJ, OBJ, etc.) must be expressed syntactically within the phrase structures
headed by the predicator, or expressed morphologically on the head itself, or
else remain unexpressed’. They also stress that only the anaphoric agreement
relations can be non-local to the agreeing predicator. Under these conditions
then, the subject pronominal suffix functions as an anaphoric or a topic marker
in this sentence since it agrees with an argument which is not locally present in
the same clause. In this sentence, the object argument is new information in this
discourse context. The numeral '/ &-hadd/one.M' can function as a marker of
specificity or indefiniteness depending on the basic meaning of the verb. In this
sentence it introduces an indefinite object, since this object does not control any
verbal suffix. Thus the object is required to stay in the same clause as the predi-
cator, and it assumes a focus discourse function. The second sentence consists
of a dependent and an independent clause which are demarcated by the sen-
tence adverbial 'but/however'. The dependent and independent clauses denote
old and new information respectively. The verb near-SM.3MSO’ in the depen-
dent clause contains a subject incorporated pronoun which corresponds to the
object antecedent 'had&d mitihati z-i-masili sa¥ida négéri- a white thing which
resembles a ghost'. Whereas, the verb in the independent clause 'Perf.realize-
SM.2Sg' contains a subject incorporated pronoun which agrees with the subject
incorporated pronoun in the previous sentence. Thus, this examples illustrate
that the subject and the object pronominal affixes are incorporated pronouns
which anaphorically link to topic NPs or even to another incorporated pronoun
in a discourse.

Moreover, the subject pronominal affixes can also function as grammati-
cal agreement markers. Constructions which involve psyche verbs in Tigrinya
code non-referential subjects, and thus they are non-topical. These construc-
tions are characterized by OSV word order where the topic object is preposed
and the non-referential subject is postposed as in (17).

(17) ¥ (A1/798)  LTheovl, A =
higi: (?anéd/niYayi) dakim-u-ni ?al-o.
now: (I/me) Perf.tire-SM.3MSg-OM;.1Sg Pres.exist-SM.3MSg.

‘Now, I am tired./ Lit. Now, it has tired me.’

Example (17) shows that the main verb 'ddkim-u-ni/tired-it-me' codes a non-
referential 3MSg subject and a 1sg experiencer object, and the auxiliary '?al-
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o/exist.it' codes a non-referential 3MSg subject. In such constructions either
the nominative or the objective personal pronouns can be used as referents of
the object markers. It is a widely observed property in Tigrinya that topical
objects get a nominative case, and that makes them comparable to subjects.

5 Information structure roles and grammatical func-
tion alignment

One of the key points that Aissen (2003a) makes in her theory of DOM is the
correlation between grammatical functions and the semantic conditions that in-
duce grammatical marking. Subjects are assumed to be high in prominence and
objects are low. She characterizes this type of relationship as ‘markedness re-
versal’ which denotes that the semantic features that are marked for subjects are
unmarked for objects and vice versa. The relative markedness of grammatical
functions is expressed through the HARMONIC ALIGNMENT of the rela-
tonal hierarchy (given in example 1) either on the animacy or the definiteness
dimension. For example, the harmonic alignment for the definiteness features
is schematized in (18).

(18) *Su/Pron >> *Su/Name >> *Su/Def-Spec >> *Su/Non-spec
*QObj/Non-spec >> *Obj/Def-Spec >> *Obj/Name >> *Obj/Pron

This diagram shows that subjects positioned on the left-most adge of the
hierarchy are more marked than those at the right-most adge, and the opposite
holds for objects. The main point behind such a representation of DOM is to
underline the function of grammatical marking. According to Aissen (2003a)
grammatical marking is employed in order to differentiate subjects from ob-
jects. For example, since definite objects are functionally similar to subjects in
terms of prominence, they carry grammatical marking that contrasts them with
subjects. However, Dalrymple and Nikolaeva (2007) argue that DOM "arises
from the need to give an overt expression to properties that is common fo ob-
jects and subjects”. In their view case and agreement marking have a ‘coding’
function rather than a discriminatory function. They claim that their approach
accounts for languages such as Persian and Maithili which assign grammatical
marking to secondary topics independently of their syntactic roles.

Tigrinya which involves case and pronominal marking seems to divide the
two functions- 'discriminatory’ and 'coding' suggested by Aissen and Dalrymple
and Nikolaeva (2007) respectively, between these two coding strategies. For
example, in monotransitive clauses subjects and indefinite objects are compa-
rable in terms of their case marking: both are unmarked. However, a definite
theme object contrast with a subject since the former is marked whereas the
latter is unmarked. On the other hand, in double object clauses an indefinite
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theme object and an object bearing other semantic roles contrast with each other
since the former is unmarked and the latter is marked, but they appear compa-
rable when the theme is definite. The discriminatory function is even more
pronounced when word order is considered. Whenever the two categories are
comparable, word order becomes bound, and when they contrast it becomes
unbound. In terms of pronominal marking, subjects are obligatorily marked
with pronominal suffixes. But, subject pronominal affixes do not always code
topical subjects. Thus, only the anaphoric function of the subject pronomi-
nal affixes and object pronominal suffixes underline the similarities between a
topical subject and topical object.

Various researchers have indicated that there exists a tendency for a cer-
tain grammatical function to link to a centain information structure role. For
example, in their comparative study of Hindu/Urdu and Turkish, Butt and King
(2000) analyze the weak/nonspecific object which assumes a focus discourse
function as a primary object OBJ, and the strong/specific objects which are
non-focused as a OBJg. In contrast, Dalrymple and Nikolaeva (2007), based
on the pattern revealed in Ostyak and Chatino, argue that in these languages
the secondary topics link to OBJs while the non-topic object to OBJg. They
maintain that " it is the marked, topical object rather than the unmarked, non-
topical object that displays more properties characteristics of core grammati-
cal functions.” They schematized the alignment of information structure roles
to grammatical function as in (19):

(19) Dalrymple and Nikolaeva (2007)

TOPIC TOPIC2 FOCUS

I I I
SUBJ OBJ OBJg/ OBLg

However, this correlation cannot predict the relative prominence displayed
by objects in Tigrinya. In applicative constructions as discussed in section 3,
even though applied objects control pronominal marking, and thus are topical,
they do not acquire primary object properties. Therefore, there is no correlation
between primary object functions and secondary topics. Tigrinya applicative
constructions reveal the pattern schematized in (20).

(20) Alignment in Tigrinya applicative constructions

TOPIC1 TOPIC2 TOPIC3 FOCUS

I | | I
SUBJ OBJg OBJdef OBJindef/OBLg
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The double marking possibility allows two grammatically marked topic
objects in Tigrinya. In double object constructions the object that is prioritized
for pronominal marking is high in prominence, while a case marked definite
object is less prominent when both occur in the same clause. Thus the former
is assigned a secondary ranking and the latter a tertiary ranking in topicality.
As we can see, this pattern differs from the pattern proposed by Dalrymple and
Nikolaeva (2007) in (19). Therefore, this suggests that the correlations between
grammatical functions and information structure roles vary from language to
language: thus it is language specific.

6 Conclusion

Tigrinya employs word order, case and pronominal affixes in marking gram-
matical functions and discourse functions. DOM is triggered by definiteness
and specificity. Definite and discourse prominent specific objects are both head
and dependent marked. This double marking strategy implies that there are two
motivations for DOM. Case marking is employed to contrast definite objects
with subjects, or in other words, to create a resemblance between different ob-
ject functions. Whereas pronominal marking is employed to create similarity
in information structure roles between topical objects and topical subjects.
Moreover, Tigrinya makes a formal distinction between ditransitive con-
structions and applicative constructions. Verbs in ditransitive clauses subcat-
egorize for two VOs and applied verbs subcategorize for a VO and an AO.
Tigrinya reveals symmetric properties of objects in its ditransitive construc-
tions, and asymmetric properties in its applicative constructions. However, the
type of asymmetry that Tigrinya shows is the reverse version of the asymme-
try that languages like Chichewa (Bantu) have. In Tigrinya an AO does not
acquire all the syntactic properties of a single object in monotransitive con-
structions. Even though objects with applied roles control pronominal mark-
ing, they cannot assume a subject function in passivization. This challenges
the correlation claimed between the passive typology and the restrictions on
pronominal marking. The double object data from Tigrinya suggests that the
two morphosyntactic operations belong to different grammatical processes.
Therefore, this paper argues that the applicative processes is a topicaliza-
tion operation in which the AO assumes a more prominent discourse func-
tion than the VO, and the applicative morpheme functions as a topic/anaphoric
marker in accordance with what is asserted by Bresnan and Mchombo (1987).
However, languages vary in the assignment of grammatical function to AO.
In some language, for example in Bantu, it assumes the primary object func-
tion, and in others, for example in Tigrinya, it assumes the secondary object
function. In Tigrinya, the property of being a subject function in passivization
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is reserved for the VO. The VO assumes a less prominent discourse function
tertiary topic, i.e. less prominent than the secondary topic in its definite status
when both occur in the same clause. A definite VO, even though it does not
have precedence for pronominal marking over the AQO, is case marked, a prop-
erty which is also acquired by a definite object of a monotransitive verb. How-
ever, an indefinite/unspecific VO cannot control a pronominal and cannot be
case marked; thus it assumes a non-topic/focus discourse function. Therefore,
since the primary object property displayed by passivization may not correlate
with those properties displayed by restrictions on word order and pronominal
marking, further research must demonstrate which properties must be taken as
basic in order to determine primary objecthood.
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Abstract

In this paper, the inventory and the architecture of a separate i-structure
representation in LFG are discussed in relation to Swedish data. It is argued
that a discourse function SCENE needs to be distinguished from RHEME and
GROUND. It is furthermore proposed that a characteristic that singles out
sentence adverbials from other clausal modifiers is their ability to function
as focus operators (cf. Rooth 1992) and that FOCUS (as is ACTIVATION) is a
discourse feature, separate from the discourse functions. The analysis builds
on data from a corpus study of Swedish word order (Andréasson 2007) where
the information dynamics of the sentence is found to be the key to explaining
much of the possible word order variation.

1 Introduction

Much recent work within LFG deals with word order phenomena in relation to
the information structural component of the grammar. Just a few examples are
Butt and King 1996, 2000; Choi 1997, 1999; Cook 2001; Cook and Payne 2006;
King 1995; 1997; Mycock 2007; O’Connor 2006. Over the years the analyses have
shifted from realising discourse function such as TOPIC and FOCUS as Grammatical
Discourse Functions in f-structure to proposing a separate and more elaborated
representation, mostly called i-structure.

In this paper I discuss the architecture of a separate i-structure representation in
LFG in relation to Swedish data, mainly concerning different adverbial categories,
and their function and placement. In particular, I discuss the discourse function
SCENE, and the role of sentence adverbials as FOCUS OPERATORS (cf. Rooth 1992;
1996). The analysis builds on generalisations from the corpus study of Swedish
word order in Andréasson (2007) where the information dynamics of the sentence
is found to be the key to explaining much of the possible variation.

Following Borjars, Engdahl and Andreasson (2003) and Andréasson (2007), 1
assume a flat structure in the area following the finite verb in Swedish main clauses
(or the subordinating conjunction in subordinate clauses). The c-structure of a
main clause where the main verb is non-finite — the sentence in example (1) — is
illustrated in figure 1 below.!

(1)  Dirfor har Ellis forstds  inte gett Sile lammet.
That’s-why have-PRS Ellis of-course NEG give Sile lamb-DEF
‘That’s why Ellis hasn’t given Sile the lamb.’

T I thank the audience of LEGO7 in Stanford University for helpful comments.
'In main clauses where the main verb is finite, the clause does not have a VP, (see Borjars,
Engdahl and Andreasson (2003) and Andréasson (2007)).
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N

AdvP F'
A /N
Darfor  F NP AdvP AdvP VP

Thatswhy | & & A TN

har  Ellis forstas inte IV NP NP
have of-course NEG ‘ A A

gett  Sile lammet
give-SUPINE  lamb-DEF

FIGURE 1: C-structure

There are substantial possibilities for word order variation in the area of the clause
following the finite verb/subordinating conjunction in Swedish, here called the F’
domain.> Most of the variation takes place in V2 or V1 clauses with a finite main
verb, but there is also the possibility of word order variation between subjects and
adverbials in the F' domain regardless of whether there is a VP or not.

2 The terminology of information structure

A major factor that influences word order in many languages is information struc-
ture, or information dynamics, which is the term that I use. By information dynam-
ics I understand the relation between on the one hand the speaker’s assumptions
and intentions and on the other hand the information packaging of the linguistic
expression. The term information dynamics thus covers more than information
structure which is sometimes used to denote only the packaging aspect.

The term information structure was introduced by Halliday (1967), and since
this component of grammar relates to several other components, syntacticians, text
linguists, and phoneticians have developed terminologies for this notion that are
seemingly similar, but at a closer look are entirely different (for an elaborated dis-
cussion, see Vallduvi and Engdahl 1996; see also, for example, O’Connor 2006).

When syntacticians use the notion ‘topic’ in terms like fopicalisation, this
means an element in the beginning of a clause, mostly a constituent with a canoni-
cal position elsewhere in the clause being moved to an initial position. For the text
linguist the notion may relate information in several separate clauses, as is the case
for the term continuous topic. The phonetician may use the term focus denoting a
stress pattern for emphasised elements in a clause, while some grammarians use the

*To avoid discussion on whether the functional projection headed by the finite verb/subordinating
conjunction should be CP or IP, I employ the dummy F for Functional.
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term for the very constituent that is emphasised and yet others employ the terms
topic and focus for the partition of a clause in pragmatic relations (or discourse
functions). For this reason the notions used in this article are defined explicitly in
this section.

I make a distinction between discourse functions (DF) like RHEME, GROUND
and SCENE, see figure 2 below and section 2.1, 2.2, and 3 below, and discourse
features like FOCUS (cf. Rooth 1992; 1996) and ACTIVATION, see section 2.3
(Gundel, Hedberg and Zacharski 1993; Lambrecht 1996; O’Connor 2006). All
these concepts are formalised in the LFG i-structure, see section 5.

Term ‘ Definition

RHEME the information in a statement that is intended to in-
crease the listener’s knowledge

GROUND | constituents that relate the rheme to questions the
speaker assumes are under discussion

SCENE constituents that relate the proposition to a temporal,
spatial or circumstantial context, that is not under
discussion

FIGURE 2: Discourse functions in LFG i-structure

A brief note is needed on my use of the term FOCUS. I adapt the notion of FOCUS of
Rooth (1992, 1996), where its primary function is the evoking of alternatives. The
focusing of a constituent raises the assumption of the existence of an alternate set
to the one expressed. This alternate set may be overt in the context or presupposed.

Figure 3 is a simple overview of a production perspective of information dy-
namics. Given the meaning the speaker wants to express, her assumptions of the in-
formation state, and her intentions with the utterance, the information is partitioned
in discourse functions and assigned discourse features that may be formalised in the
LFG i-structure, here represented by an i. The partition leads to language specific
mapping choices, choices that determine which information packaging (Vallduvi
1992, Vallduvi and Engdahl 1996; cf. Chafe 1976) is optimal for the communi-
cation of the speaker’s intention to be felicitous. In felicitous communication, the
discourse functions and features interpreted by the hearer matches those intended
by the speaker.
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FIGURE 3: Information dynamics: production perspective

2.1 RHEME

In this article, the term RHEME (originally from the Prague school, cf. Firbas 1966)
is defined as the information in a statement that is intended to increase the listener’s
knowledge. The definition coincides with the notion FOCUS in, for example, Vall-
duvi (1992), Vallduvi and Engdahl (1996) and Lambrecht (1996).

In a question-answer pair like the one in (2), the question of the listener reading
something is brought up for discussion and the speaker requests information about
the name of the item read. The elliptical answer Kranes konditori supplies the only
information needed, the RHEME.

2) a. Vad ldser du?
what read-PRS you
‘What are you reading?’
QUD:{ ?Xx (read (you, x )))3
b. [rueme Kranes konditori.]
. Krane-GEN café
‘Krane’s café’

In (3), the question of the listener’s crying is brought up for discussion. Here the
RHEME is not an elliptical answer, but consists of a full sentence: Min undulat har
dott.

3) a.  Varfor grater  du?
why  cry-PRS you

‘Why are you crying?’
QUD:( 2XY (Y (cry (yow))))
b. [rueme Min undulat har dott.]
my budgie have-PRS die-SUPINE
‘My budgie has died’

113 E3]

Which information is rhematic is not always a question about “old” vs. “new”.
Also information that is accessible in the context, and hence “old”, may be part of
the rhematic portion of a clause (cf. Vallduvi and Engdahl 1996).

3QUD, see section 2.2, below.
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In (4) the speaker requests information about who is going to accompany David
to the Museum of World Culture. In the answer, the rhematic portion consists
of the pronoun jag referring to the speaker, information that must be considered
accessible as the referent is appearing in the situational context.*

4 a. Vemska folja med David till Virldskulturmuseet?
who FUT follow with David to Museum-of-World-Culture-DEF
‘Who’s coming with David to the Museum of World culture?’
QUD: (?\x (folja med David till V-museet(x)))

b.  [rueme Jag].
1

‘Tam.’

2.2 GROUND

As mentioned before, the answer to a question may consist only of a rheme, but it
is also possible, and sometimes even necessary, to include some GROUND material,
that is, constituents that relate the RHEME to questions that are under discussion,
as in (5) and (6), below (for a more elaborate description of GROUND, see Vallduvi
1992; Vallduvi and Engdahl 1996; for the notion under discussion see Ginzburg
1996; forthc.).

5 a. Vad laser du?
what read-PRS you
‘What are you reading?’
QUD:( ?Ax (read (you, x )))
b.  [crounp Jag ldser] Kranes konditori.
I read-PRS Krane-GEN café
‘I am reading Krane’s café’

(6) a.  Varfor graiter du?
why  cry-PRS you
‘Why are you crying?’
QUD:({ 2AY (Y (cry (you))))
b. [grounp Jag grater for att] min undulat har dott.

I cry-PRS for that my budgie have-PRS die-SUPINE
‘I am crying because my budgie died’

When a speaker utters a sentence, this is done in relation to a context that she
assumes is at least partly known to the listener. This context does not merely
consist of the previous discourse, but comprises a wider range of circumstances as
well as the actual words and sentences spoken previous to the utterance. World

*Erteschik-Shir (2007:17f.) states that the speaker and listener may be seen as “permanently
available topics”. This is does not imply that speaker and hearer can never be included in or constitute
the rhematic portion of a clause, but merely that they must be regarded as accessible, even if they
have not been overtly mentioned in the previous written or spoken context.
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knowledge, memories from previous conversations, concrete items and/or events
connected to the situational context, in short, all things that the speaker assumes
are mentally accessible to her and the listener, may be considered “known”. In
this accessible context there is some information the speaker assumes she and the
listener agree is under discussion.

Ginzburg (to appear) formalises these assumptions in his Dialogue Game Board
as mental lists of Questions Under Discussion, QUD. Such QUDs exist in the mind
and describe the information state of the speaker and the listener. They are for-
malised as ordered sets that are updated with information from the most recent
utterance.

When the speaker enters the room in (6) and finds the listener in tears, this
brings up the crying on the QUD. The question in (6 a) adds the question of the
reason for the crying, and the answer in (6 b) adds the budgie and its death as the
reason to the QUD. The QUDs shown in this article are a very simplified version of
the speaker’s QUD, included only to show a formalisation of what is assumed to be
under discussion and what is not.

Dialogues are often used to show what is under discussion. But it is equally
possible to analyse other text types. In example (7) below, the fact that a man was
putting on clothes is brought to the reader’s attention in the first sentence. Because
of this, the first part of the second sentence, Han fog pd sig, must be regarded as
GROUND, while gra kostym och en bla skjorta is the rhematic portion.

@) Han gick  tillbaka till sovrummet och lyckades med viss moda
he go-PST back to bedroom-DEF and succeed-PST with some effort
kld sig. [grounp Han tog pa sig]l [RUEME gra kostym och
dress REFL ... he take-PST on REFL ... grey suit  and
en bla skjorta].

a blue shirt
‘He went back to the bedroom and managed with some effort to get dressed.
He put on a grey suit and a blue shirt.’

The GROUND portion of a clause consists of material that must be present in the
clause for one or more reasons. They may be there to ensure that the RHEME
is related to the right question under discussion. But sometimes there are also
grammatical reasons for GROUND material not to be suppressed in a clause, like
in Swedish, where clauses without a subject are mostly ungrammatical except in
colloquial speech and in certain genres, such as diary and post-card writing (cf.
Mornsjo 2002, Magnusson 2007). In languages like Italian, on the other hand, it
is a well known fact that GROUND subjects are generally left out, when not con-
trastive.
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2.3 A brief note on accessibility

The page limit of this article does not allow more than a brief comment about
accessibility and the activation of referents related to word order. The notion of ac-
cessibility or activation (cf. Gundel et al. 1993, Lambrecht 1996; on the discourse
feature ACTVN, see O’Connor 2006) is closely related to the choice of linguistic
expressions and to their positions in a clause, and elements with a high activation
tend to appear early in a sentence.

Activation is nevertheless not inseparably connected to discourse functions, as
we saw in example (4) above. Accessible information appearing early in a clause is
hence not necessarily a consequence of accessible constituents being the GROUND
of the sentence, even if GROUND by definition consists of accessible information.

In example (8) below, the referent of the pronoun is mentioned in the immediate
context and thus accessible to the extent that it would be infelicitous to refer to
her with a proper name. On the other hand, the pronoun is part of the rhematic
portion of the clause. The information requested in the question is the reason for
the listener not stopping, and the fact that Alma’s waving is under discussion in the
context does not make her part of the GROUND in the answer.

(8) a. Varfor stannade du inte ndr Alma vinkade?
why  stop-PST you NEG when Alma wave-PST
‘Why didn’t you stop when Alma waved?’
b. Jag [ruemEe sag henne inte].
I .. see-PST her NEG
‘I didn’t see her.’

On the other hand, the accessibility of the object henne (which may be formalised
as an +ACTVN feature in the i-structure) requests that it be placed as early as pos-
sible in the clause, and the pronoun is consequently shifted from its canonical po-
sition after the negation.

In a context where the referent Alma is not accessible, neither in the spoken
text nor in person standing waving on the pavement, see (9) below, the proper
name A/ma has the feature —ACTVN and appears in the canonical object position in
Swedish after the negation.’

9) a.  Varfor stannade du inte?
why  stop-PST you NEG
‘Why didn’t you stop?’
b. Jag [ruemEe sag inte Alma].
I .. see-PST NEG Alma.
‘I didn’t see Alma.’

For an object to appear before the negation in the F' domain in Swedish (i.e. object shiff), an
accessibility level that allows use of a pronoun is requested. A more elaborate analysis of the infor-
mation dynamics and impact of the object’s activation state in object shift will be performed within
the post doc project Pronominal Object Shift in Swedish and Danish 2007-2008, at the University of
Aarhus, Denmark, see <http://maia.andreasson.googlepages.com/objektsskifte>.
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3 The discourse function SCENE

It is, as mentioned above, well known that GROUND material in general precedes
the rhematic portion of a clause, and this is mostly the case also for constituents
which have the possibility for word order variation in the F' domain in Swedish
clauses. Interestingly, some constituents providing not previously mentioned but
clearly not rhematic information show a somewhat different distribution. These
are constituents that relate the proposition to a temporal, spatial, or circumstantial
context, which is not under discussion. I call this discourse function SCENE (cf.
Chafe 1976; Lambrecht 1996).

The corpus investigation in Andréasson (2007) shows that constituents denot-
ing SCENE show a robust distributional pattern in relation to RHEME and GROUND
in the F' domain. They align to the right of any GROUND constituents, but to the
left of rhematic constituents, see (10) below, where < means ‘appears before’.

(10) F' domain: [finite verb®] < GROUND < SCENE < RHEME

Example (11) below is from an article where the runner Marian Jones is under
discussion. In this sentence the subject Jones is GROUND and appears immediately
before an adverbial describing the temporal frame of the proposition den senaste
tiden ‘lately’.

(11 Enligt Guardian har [susy Jones] den senaste tiden
according-to Guardian have-PRS ...  Jones ART latest time
satts under hard press  av sponsorn  Nike,
put-SUPINE-PASSIVE under hard pressure of sponsor-DEF Nike
som betalar Jones runt 70 miljoner kronor for att hon
REL-PRON pay-PRS Jones around 70 million-PL crown-PL for that she
marknadsfor foretagets produkter.

market-PRS company-DEF-GEN product-PL

‘According to the Guardian, Jones has lately been under hard pressure
from the sponsor Nike, who pays Jones about 70 million Swedish crowns
for marketing the company’s products.’

In example (22 a), on the other hand, the same kind of information, denoted by the
adverbial, i hostas, ‘this autumn’, instead appears immediately preceding a subject
that is part of the rhematic portion of the clause.

(12) P4 Abro bryggeri fattades 1 hostas [gygj beslutet att lagga
on Abro Brewery take-PASSIVE in autumn ...  decision-DEF to lay
ned produktionen med ldsk i returglas].
down production-DEF with soda in returnable bottles

The finite verb appears first in this domain of the clause for grammatical reasons, since Swedish
is a V2 language.
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“This autumn, a decision was made at Abro brewery to close down the
production of soda in returnable bottles’

Lambrecht (1996) categorises adverbials appearing initially in a sentence, “scene-
setting adverbials™, as part of his “topic” notion. In the discussion about example
(13) (Lambrecht’s 4.2 d), Lambrecht states that the scene setting topic After the
children went to school supplies information about the temporal conditions for the
rest of the sentence, that it is presupposed, and cannot be regarded as part of what
is asserted (Lambrecht 1996:121, 125f., 219).

(13) (John was very busy that morning.) After the children went to SCHOOL,

he had to clean the house and go shopping for the party. (Lambrecht
1996:121)

If the event of the children’s departure to school is presupposed, as suggested in
Lambrecht (1996), it may be seen as accessible. On the other hand, this does not
necessarily mean that the event must be under discussion.

Lambrecht’s scene-setting adverbials are closely related to the notion of “stage
topic” of Erteshik-Schir (2007:16f.). This notion builds on the spatio-temporal
location always being a possible TOPIC, since it is indispensable for the evaluation
of truth values. Both scene-setting and stage topics build on a TOPIC notion that
differs from the concept of GROUND in this article. Even if SCENE material may
be presupposed, it cannot be seen as a variety of GROUND since constituents of this
category are by definition under discussion.

It is moreover not possible to define SCENE as a variety of RHEME either. Al-
though SCENE material may be inaccessible, it does not really fill an informational
gap. Yet another characteristic that separates SCENE from GROUND and RHEME is
that it is not possible to focus constituents denoting SCENE.

Constituents that semantically denote the frame of a sentence may, but need
not, be of the discourse function SCENE. In (14) below, the speaker puts the ques-
tion of the listener’s activities during the upcoming weekend on the QUD. The
expression fill helgen in the question represents a set of several points in time, for
example the days during the weekend. And when the listener answers, the frame
setting expressions pd lordag and pd sondag are focused GROUND (cf. Vallduvi
and Engdahl 1996: link; Choi 1999: topic).

14) a. Vad ska du gora till helgen?
what FUT you do in weekend
‘What will you do this weekend?’
b. [r-grounp Palordag] ska jag skriva klart min artikel och
on Saturday FUT I  write ready my article and
[r-Grounp pa sondag] ska jag mala om i sovrummet.
on Sunday FUT I paint PRT in bedroom-DEF
On Saturday, I will finish writing my article, and on Sunday, I will
repaint the bedroom’
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In (15), on the other hand, the speaker requests information about the temporal
frame for the event of the listener meeting with the mutual friend Alma. Here the
rhematic portion of the clause is the constituent semantically denoting the frame:
Pd mandag klockan tre. The answer may be elliptical or include reference to the
event: Det ska jag gora |...].

(15) a. Nir ska du triffa Alma?
when FUT you meet Alma
‘When are you going to meet Alma?
b. (Detska jag gora) [rueme P4 mandag klockan tre]
that FUTI do .. on Monday clock-DEF three
‘(I will do that) On Monday at three.’

3.1 Setting the SCENE in a cleft construction

Expressions denoting SCENE are often placed early in a sentence. In the F' do-
main they appear before the RHEME and another common position is in the first
position of the clause immediately before the finite verb (cf. Chafe 1976: 50f.;
Lambrecht 1994:118; Teleman, Hellberg and Andersson 3:446, 3:492f., 4:4327).
In news reports, constituents denoting a SCENE often appear in matrix clauses of
cleft constructions; see example (16) below.

(16) Det var sent pa lordagskviillen som ett ging ungdomar
it be-PST late in Saturday-night-DEF that a band young people
enligt vittnesuppgifter helt oprovocerat attackerade
according to witness information totally unprovoked attack-pPST
gaende vid Stigbergstorget.
pedestrian-PL by Stigbergstorget
‘It was late Saturday evening that, according to a witness, a band of young
people made an unprovoked assault on pedestrians at Stigbergstorget.’

Cleft constructions are often otherwise used to mark a focused constituent. In this
example, on the other hand, the frame setting adverbial sent pd lordagskvillen is
clefted, but not focused. The non-clefted portion of the clause in turn contains new
information about an assault that is brought up for discussion in the preceding text
and is not presupposed, as is the case when focused constituents are clefted (Rooth
1992, 1996).

4 Sentence adverbials and prominent information

Sentence adverbials (SADVL) are traditionally defined as ‘clausal modifiers’, that
is modifiers of the proposition including the subject, as opposed to so called VP-
adverbials, which modify only the verb and its complements. For an account of the

"Swedish SCENE may also be placed as the last and necessarily non-stressed adverbial in a clause.
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differences between these two categories, see Dalrymple 2001:269-274.

It is, however, not unknown that adverbials that relate the proposition to a tem-
poral, spatial, and circumstantial frame also modify the entire proposition, rather
than only the verb phrase, even if these are not usually referred to as “sentence
modifiers” (Nikula 1986). These adverbials are semantically comparable to some
of the traditional sentence adverbials, namely those that affect the truth values of
the sentence, since both these categories set the conditions under which the propo-
sition is true.

What is it then that distinguishes sentence adverbials from other sentence mod-
ifiers? In the following, I will show that the defining characteristic for sentence
adverbials seems to be their ability to function as information dynamic FOCUS op-
erators.

In examples (17) and (18), sentence adverbials are used as FOCUS operators.
The context of example (17) is a discussion about a violent handball game where
the player Anders Franzén got beat up. In this sentence the SADVL ocksd, ‘also’,
serves as a focus operator, highlighting the rhematic constituent, Mikael Franzén.

17 Inne pa linjen  fick ocksa Mikael Franzén ta emot
in  on line-DEF get-PST also Mikael Franzén take-INF towards
mycket stryk

much beating
‘On the line, Mikael Franzén was also beaten up’

The context of the example in (18) is a dietician giving advice on infant diets. Here
the pronoun jag referring to the writer is focused GROUND; by placing the pronoun
after the SADVL, the writer aims to evoke the presupposition that there exists an
alternate set of persons that are not of the same opinion.

(18) Om barnet gar uppi vikt, ser i alla fall inte jag
if child-DEF go-PRS up in weight see-PRS in all-PL case NEG [
det som nagra problem om barnet iter vegetariskt.
that as any-PL problem if child-DEF eat-PRS vegetarian
‘As long as the child is gaining weight, there is no apparent problem — in
my opinion — if the child follows a vegetarian diet.’

It is not unknown that there are adverbs, like only and even, that function as focus
operators (cf. Rooth 1996). These adverbs often appear in places where other
SADVLs may not, for instance in NP:s, structurally adjoined to a focused element:
Even Alma sometime cooks. But other SADVLs also relate to the focused part of a
sentence and may function as FOCUS operators.

In example (19) the subject Alma is placed after the sentence adverbial faktiskt,
‘actually’, in the F' domain. Faktiskt is syntactically restricted to appear only in
propositional contexts. In this sentence, it modifies the sentence and is syntactically
a sister to the subject in the F domain. The placement of Alma after faktiskt in (19)
nevertheless evokes an interpretation where it is unexpected that Alma cooks and
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that an alternative set of one or several persons normally does the cooking.

(19) Ikvdll lagade  faktiskt Alma maten.

tonight cook-PST actually Alma food-DEF
“Tonight, it was actually Alma that cooked the meal.’

A clear indication of the FOCUS operator function of sentence adverbials is that in
Swedish these, but not other adverbial categories, may be clefted with another con-
stituent of a clause, as in (20) below (Andréasson 2007). This example shows that
it is possible to cleft a constituent preceded by a sentence adverbial, like faktiskt
‘actually’, while this is not possible with a manner adverbial, ldngsamt ‘slowly’,
or a frame adverbial, igdr ‘yesterday’.

(20) It is SADVL [focus domain] that [rest of sentence]

a. Detvar  faktiskt Alma som lagade  maten.
it be-PST actually Alma that cook-PST food-DEF
‘It was actually Alma that cooked the meal.’
b. *Det var ldngsamt Alma som lagade maten.
‘It was slowly Alma that cooked the meal’
c. *Det var igar Alma som lagade maten.
‘It was yesterday Alma that cooked the meal’

Interestingly, the English translations of (20 b) and (20 c) are also bad, even though
a thorough investigation of the possibilities in English has not been carried out. An
investigation of several languages is needed to decide whether the possibility to
appear in a cleft construction with another constituent is a characteristic of sentence
adverbials in other languages too.

A constituent that is clefted with a sentence adverbial, as in (20 a), is always
interpreted as focused and can never be interpreted as the SCENE of the sentence,
which it is in the cleft construction in (16) above. If an adverbial denoting a tem-
poral frame, like igdr in (20 ¢), is clefted with a sentence adverbial, the non-clefted
portion of the clause is interpreted as presupposed and the frame adverbial as fo-
cused; see (21) below.

(21) Det var  faktiskt igar som Alma lagade  maten.

it be-PST actually yesterday that Alma cook-PST food-DEF
‘It was actually yesterday that Alma cooked the meal’.

The construction in (20), It is SADVL [focus domain] that [rest of sentence], serves
as a test for sentence adverbials in Swedish and distinguishes this category from
other propositional modifiers (Andréasson 2007).
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5 The architecture of i-structure

To sum up, the attributes relevant for the i-structure in Swedish are on the one hand
the discourse functions RHEME, GROUND, and SCENE and on the other hand the
discourse features FOCUS and ACTIVATION. The DF:s have various possibilities
of being focused; the DF SCENE is singled out from the other discourse functions
by not being possible to focus. Furthermore, the discourse function GROUND is
singled out from the others since it necessarily consists of information that is under
discussion and hence active.

FOCUS | ACTIVATION
RHEME + +
GROUND + +
SCENE - +

TABLE 1: Discourse functions and discourse features

In this section I will turn to the question of what consequences the conclusions in
this article will have for the architecture of a separate i-structure in LFG.

5.1 Integrating SCENE

As discussed in section 3 above, there are reasons to believe that SCENE should
be treated as a discourse function distinct from GROUND and RHEME. One conse-
quence for the architecture of i-structure is then to integrate SCENE as an attribute
with a possible value, as outlined in (22) below, where the sentence in example
(22 a) is repeated. Here the SCENE of the sentence, the PP i hdstas, is the value of
the DF attribute SCENE in the i-structure.

(22) a. PaAbro bryggeri fattades 1 hostas [sygpy beslutet att
on Abro Brewery take-PASSIVE in autumn ...  decision-DEF fo

lagganed produktionen med ldask i returglas].
lay  down production-DEF with soda in returnable bottles

“This autumn, a decision was made at Abro brewery to close down
the production of soda in returnable bottles’

GROUND {[p& Abro bryggeri}}

RHEME fattades beslutet att ligga ner

produktionen med ldsk i reurglas

SCENE { {i hb’stas} }
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5.2 Integrating focused elements

Focus is a feature that may affect only part of the RHEME or GROUND of a sen-
tence. A FOCUS attribute with a & value within the attribute-value matrices repre-
senting the various discourse functions would hence not be a satisfactory solution
to formalising FOCUS in the i-structure.

It is furthermore necessary to find a way to formalise the FOCUS operators in
the i-structure. I propose that the FOCUS attribute of the i-structure take a FOCUS
DOMAIN and a FOCUS OPERATOR as values. The value of the domain may be
linked to one of the members in the GROUND or RHEME sets by structure sharing.
The value of the operator in its turn may be linked to a sentence adverbial in some
cases in, for example, Swedish. It may also be linked to the prosodic structure in
speech, to information packaging constructions or c-structure positions, or to the
morphological structure in languages that mark focus with morphemes.

In examples (23) and (24) the i-structures of examples (17) and (18) are out-
lined. In these i-structures the FOCUS domains and operators are linked to GROUND
or FOCUS elements by structure sharing, marked with coindexation.

(23)  Innepalinjen fick  ocksd Mikael Franzén ta emot
in  on line-DEF get-PST also Mikael Franzén take-INF towards

mycket stryk
much beating
‘On the line, Mikael Franzén was also beaten up’

GROUND { fick ta emot mycket stryk}

RHEME ocksa;
Mikael Franzén;

SCENE {inne pa linjen}

FOCUS OPERATOR |

DOMAIN  j

(24) Om barnet gar uppi vikt, ser i alla fall inte jag
if child-DEF go-PRS up in weight see-PRS in all-PL case NEG [
det som nagra problem om barnet iter vegetariskt.

that as any-PL problem if child-DEF eat-PRS vegetarian
‘As long as the child is gaining weight, there is no apparent problem — in
my opinion — if the child follows a vegetarian diet.’
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GROUND { j(lgj

RHEME {z alla fall

inte;

ser det som ndgra problem om..

SCENE om barnet gar upp i vikt}

DOMAIN

FOCUS [OPERATOR i]

6 Conclusion

On the basis of Swedish data I have argued that the discourse function SCENE needs
to be distinguished from RHEME and GROUND. I have furthermore proposed, fol-
lowing Andréasson (2007), that a characteristic that singles out sentence adverbials
from other clausal modifiers is their ability to function as focus operators. Lastly, I
have proposed a sketch for an LFG i-structure that makes use of these notions.

Most LFG-analyses of information dynamics so far have dealt with individual
languages, making generalisations and proposing machinery based on these. This
article is no exception. I have based my proposal on the information dynamics of
Swedish, and — I might add — of a limited subset of Swedish, namely declarative
main clauses and only concerning the constituent order in the F' domain. The
analysis of Swedish in this article is hence only one contribution to the jigsaw
puzzle of the architecture of i-structure.

It is not clear to what extent the analysis in this article fits in with Cook and
Paynes’ (2006) recent analysis of information dynamics in German. Especially
their notion of TOPIC infers an aboutness that is not directly related to information
that is under discussion and hence not comparable to the QUD notion used in this
article. O’Connor’s (2006) analysis of spoken Serbo-Croatian makes use of the
notion ACTIVATION that I have not yet included for Swedish, and he also proposes
a mapping between i-structure (his d-structure) and the prosodic component of the
grammar, the p-structure. Mycock (2007) discusses the notions of interrogative
and non-interrogative FOCUS in her analysis of constituent questions, a distinction
that has not been included here since I analyse declarative clauses.

Information dynamics is becoming more and more important today, having
impact on analyses both in non-derivational and derivational frameworks. In my
view, information dynamics is a field where it would be fruitful to see even more
joint work in the future. The architecture of the LFG i-structure is still an open
question and will probably remain so until several researchers with thorough and
detailed insights in the information dynamics of various languages work together.
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Abstract

The paper shows how glue-semantics can be integrated into the
LFG architecture as an (almost) normal projection, so that it can do
the work of ‘argument-structure’ in accounts of predicate-composition
such as Alsina (1996, 1997), Butt et al. (1997) and Andrews and Man-
ning (1999).

A significant innovation is that that the standard ‘semantic projec-
tion’ is abandoned in favor of a o-projection that directly connects the
f-structure and the meaning-structure, similar to the original proposal
for a semantic projection in Kaplan (1987), but running many-to-one
from the semantic structure to the f-structure.

In this paper, I will propose an analysis of clause-union complex predi-
cates, such as Romance causatives, in which the glue proof plays the role of
argument-structure in analyses such as those of Alsina (1996) and Andrews
and Manning (1999), and functions like a normal level of structure in LFG,
with a projection relating it to the f-structure. We call this projection o,
since it has the same position in the theory as the o-projection of Kaplan
(1987), but it is opposite in direction to this, and quite different in function
to the o-projection in standard presentations of glue.

1 Prefab Glue

I will formulate the analysis using a formulation of glue which I will call
‘prefab glue’, which can be regarded as a version of proof-nets (Fry (1999),
Moot (2002), Andrews (2004)), reorganized along the lines of the structure
of proof-terms, so that glue assembly produces proof-terms (which are es-
sentially logical forms) directly rather than requiring some kind of ‘semantic
trip’ (de Groote and Retoré (1996), Morrill (2005)) or similar conversion
(such as the one proposed by Perrier (1999), used by Andrews (2004)) to
do this. An extended and slow-paced account of prefab glue is provided in
Andrews (2007); the presentation here will be quite concise, and will assume
a good grasp of glue. The only substantive differences between prefab glue
and previous formulations are:

(1) a. IOFU instantiation rather than linear universal quantification is
used to account for quantifier scope variation (as also proposed
by Lev (2007)); this simplifies the glue linear logic to propositional
rather than higher order, or first-order quantificational (Kokkonidis
to appear).

b. the standard ‘semantic projection’ is eliminated, and the o-correspondence

runs from atomic-type nodes of the glue-proof to the f-structure.

T am indebted to Alex Alsina for various Catalan examples, the audience at LFGO7 for
some questions, an anonymous editor for some useful comments, and to Elisabeth Mayer
for help with proof-reading. All errors remain my own.
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Some discussion of both of these points is provided in Andrews (2007).

Technically, we derive the glue-side of a meaning-constructor in prefab
glue ‘structure tree’ format from one in regular format as follows. We assume
that the glue-sides are formulas of linear intuitionistic implication-conjuction
(—o ®) logic whose atomic formulas are pairs consisting of an f-structure des-
ignator (a label if the constructor is instantiated) and a semantic type. For
semantic types, we will use e for ‘entities’, and p for ‘propositions’ (following
Pollard (to appear)).

The first step is to label the whole meaning-side and its subformula
instances with polarities +/— as follows:!

(2) a. The polarity of an entire meaning-side is negative

b. The polarity of the consequent of an implication is that of the entire
implication.

c. The polarity of the antecedent of an implication is the opposite of
that of the entire implication

d. The polarity of a component of a conjunction is that of the entire
conjunction.

We next replace the original links with the ‘dynamic graph’-links of de
Groote (1999),2 represented as bold arrows below, but retaining the original
links between positive implications and their (negative) antecedents, rep-
resented as a dotted arrow below (the links are drawn upside-down to the
usual orientation in the literature):

(3) type tree structure-tree
postive implication: (a— b)~ (a— b)~
N

at b a*—>b"

negative implication: (@ —o b)™ (a — b)*
.

a” bt a” bt
negative conjunction: (a®b)~ (a®b)~

P N

postive conjunction: (a®b)*t (a®b)*t
N
(@t O (9" (B

'The polarity rules go back at least to Jaskowski (1963).

2The concept is originally due to Lamarche (1994), where it is called the ‘essential net’,
but deGroote’s paper is much more accessible (I must confess to understanding almost
nothing of the Lamarche paper).
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I will sometimes call the dotted links ‘pseudo-daughter’ links.

We now formulate assembly in the usual manner for proof-nets. The
constructors to be assembled are taken as a collection of objects, and an
additional structure is added consisting of a single positive polarity node
(fp)T, where f is the label of the entire f-structure. This is essentially the
same thing as a ‘frame’ in Type Logical Grammar (except that the logic is
commutative).

Then we link negative to positive atomic formula occurrences with ‘axiom-
links’, subject to the following rules:

(4) a. The linked pairs must be exhaustive and non-overlapping.
b. Members of a linked pair must have the same semantic type.
c. Members of a linked pair must have the same f-structure label.

The result of this is a ‘proof-structure’ in proof-net theory; to restrict proof-
structures to ones constituting valid proofs, we need to impose a ‘Correct-
ness Criterion’, which can be formulated like this (de Groote (1999), Moot
(2002:94-95)), among many other ways:

(5) Correctness Criterion: The dynamic graph must be:

(a) rooted and acyclic.

(b) every dynamic graph path to the root that starts at the target of
a dotted link must pass through the source of that link.

Note that the direction of the dynamic graph links, but not the pseudo-
daughter links, is essential if the polarities are erased. A proof-structure
that passes the Correctness Criterion is a proof-net, and represents a valid
linear logic proof.

If the f-structure label information is ignored in the formation of the
proof-structure, the constructors function somewhat like a numeration in
Minimalism, and the possible proof-nets represent all possible ways of as-
sembling the constructors consistent with their semantic types (Klein and
Sag 1985).

For an example, here are instantiated constructors for the sentence Bert
likes everybody:

(6) Everybody : (ge — fp) — fp
Bert : h,
Like : he — ge —o fp
Converted to structure-tree format, connected with axiom-links represented

as dashed arrows, and arranged in a perspicuous manner, these constructors
become:
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(7) pf

pf
(e—p)—p~ e—p*
Everybody L TTT—
pf
A
Py
/\
e—p eq
/\ A
e—e—p~  ef ey
Like ! Bert
7 (€)n

This looks very much like a structure-tree for a linear lambda-term, with
the dotted pseudo-daughter link representing variable-binding.

The resemblance becomes essentially identity if we contract the axiom-
links, and erase the polarities. Interpreting the f-structure label subscripting
as a standard LFG correspondence relation (albeit opposite in direction to
most of them), we get the following glue-structure f-structure pair for the
sentence, where the heavy dashed lines represent the o-correspondence:

-

(8) //" ,::’\A _
pf SUBJ g:[PRED ‘Bert’}
(e—p)—p e—p PRED #‘Chase’
Everybody \," f:|TENSE; PAST
pf ll
T~ ; |QUANT ‘Every’
OBJ / h:
e—p eg. 7/ |PRED  ‘Projge’
T Bert\\__-___/' A
. e—e—p e o
n. Like -

This diagram is deliberately reminiscent of the ¢-correspondence from c-
structure to f-structure.

2 Glue as Argument-structure

With meaning-constructors and proof-nets represented in this manner, it
becomes apparent that glue-proofs have many of the properties of argument-
structures as proposed by Alsina (1996) and many other works. Below is
a meaning-constructor for the ‘three place causative’, without the syntactic
information, whose meaning can be glossed as (b):

(9) a. APy Ax.Cause(x,y, P(y)) : (e—p)—e—e—p
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b. x does something to y. Because of this, y does P.

Combining the structure-tree format version of this with that for a transitive
verb (here Llegir ‘read’ in Catalan), we get a structure like this:

(10) (p)~

/\

() o)
(e—e—p)~ (e)*

((e—=p)—e—e—p)” (e—p)*
APy Az.Cause(x,y, P(y)) T
()"
(n)”
/\
cp @
(e—e=p)™  (©F (o)

The Correctness Criterion will guarantee that the positive e in the property
(innermost, (e—p)™) argument of the causative will link to an argument of
the embedded verb, but not restrict it to the topmost one. Such a restriction
seems plausible, and might be imposed by a semantic restriction that the
controller of the property be its Agent, but we won’t look into this issue
here.

Observe however that (9) has many similarities to the results of ‘predi-
cate composition’ proposed by Alsina (1996:191):

(11) ‘cause<[P-A]s [P-P]s read <[P-A]s [P-P];>>’

The subscripts represent (co-)linking to values of grammatical function in
f-structure, roughly equivalent to our o.

As discussed by Andrews and Manning (1999), the concept of predicate-
composition and the associated structure (11) don’t fit very well into stan-
dard LFG architecture. But they go much better when glue is involved.
The intent of (11) is that the Cause predicate has three arguments, one
of which is a composite involving the caused predicate. This is directly ex-
pressed in (10). The arguments in (11) are also presented in a definite order,
represented by the hierarchical nesting relationships in (10).

A difference is that the entity argument-positions in (11) are tagged
with Dowty’s ‘Proto-Agent’ and ‘Proto-Patient’ labels. But this is a matter
of the detailed formulation of linking theory, and there is no reason why
meaning-constructor atomic formulas can’t have such information added to
their lexical specification, if this proves to be empirically warranted.
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Especially important is that in a glue-based approach, there is no rea-
son why the meaning-constructors for the causative and caused predicates
can’t ‘output’ to the same level of f-structure, consistently with the many
arguments for the monoclausality of Romance causatives. This is supported
by the fact that the o-correspondence, with the present directionality, is in-
dependently required to be many-to-one by constructions such as sentence-
adverbials, and quantifiers. We illustrate this here for the causative by
f-structural co-labelling;:

(12) ps
/\
e—p eg
/\
e—e—p en
/\
(e—p)—e—e—p (e—p)
APy \xz.Cause(x,y, P(y)) T
. Zﬁ)f
pf
/\
e—p er
S !
e—e—p e e
Llegir '
'SUBJ ol }- .......
f:{IOBJ h:[ ]
OBJ i

This many-to-one property is of course also a characteristic of the c-structure-
to-f-structure correspondence ¢. The ‘?” subscript to some of the e’s rep-
resents an issue concerning what their f-structure correspondents ought to
be.

The idea of predicate composition thus appears to fit into LEFG+glue,
but we do need to reconstrue our idea of how the PRED-features themselves
work. This is because if the causative and causee verb both introduce a
PRED-feature at the same level of f-structure, these will clash. Fortunately,
as pointed out by Kuhn (2001), meaning-constructors are able to take on
most of the functions of PRED-features, in particular, the management of the
Completeness, Coherence and Predicate Uniqueness constraints. Andrews
(to appear) however shows that PRED-features can still play a useful role
in connecting irregular morphology to multiple meanings of verbs, such as
the irregular forms went and gone with a wide range of different meanings
such as go off, go out, go crazy, etc. But for this function, the features can
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be located on a ‘morphological projection’ such as proposed by Butt et al.
(1996) and Butt et al. (1999). This projection shares less aggressively than
¢, so that each verb can put its PRED-feature on a different level. We will
return to this issue later, but now consider the specification of grammatical
functions in the causative constructor.

An initial thought might be that the constructor would have to look
something like this:

(13)  AP.Ay.Az.Cause(z,y, P(y))

((170B),—1,)—(1 70BJ),—(1 SUBI),—1,

‘?0OBJ’ here represents whatever we need to do to accommodate the well
known alternation between dative causees for transitive caused verbs, and
accusative ones for intransitives. This can be accounted for in various ways,
such as for example Falk’s (2001:115) proposal that transitives take the
causee as an OBJy, in effect the traditional ‘indirect object’ (IOBJ), while
intransitives take it as an OBJ. The constructor synchronizes this GF be-
tween the object and controller-of-property positions, on the basis of the
semantic relationship.
However, rather counterintuitively, this constructor will work as well:

(14) AP.Ay.Az.Cause(z,y, P(y))
((1SUBJ),—1,)—(1 ?0BJ) —(1 SUBJ),.—1,

And it has the advantage that it will work with an unmodified constructor
for the caused verb, requiring no linking theory:

(15) Llegir : (1OBJ),—(1SUBJ),—T,

These two constructors will fit together to yield this assembly, with accom-
panying f-structure (o represented with co-labelling):

(16) Py
/\
e—p ed
/\
e—e—p el
/\
APy \z.Cause(x,y, P(y)) T
pF
!
by
/\
e—p ed
/\ T
e—e—p e e
Llegir '
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[SUBJ g1 ]
f:[1I0BJ hi ]

OBJ H

This works (note that since o is many-to-one, there is no problem with the f-
structure associated with (17) being monoclausal, as required for an analysis
of complex predicates), even though the top e™ argument of the caused verb
and the e~ antecedent of the property argument of the controlled verb are
associated with the causative subject f-structure g, which has nothing to do
with the causee agent f-structure hA. Note that this is not a specific property
of the prefab glue formulation, but a consequence how glue premise-matching
works.

So, although counter-intuitive, this is a somewhat tempting analysis of
causatives, but that does not necessarily mean that it is the right thing to
do. Next, I will argue that it isn’t.

3 Problems with the Easy Analysis

I will present two kinds of problems, a general theoretical one, and a more
concrete empirical difficulty.

The theoretical problem is that the technique employed in the analy-
sis allows empirically wrong analyses of constructions which are standardly
analysed in LFG with functional control. Consider the following meaning-
constructor for seem:?

(17) APx.Seem(P(x))
((1 XCOMP SUBJ),—(1 XCOMP),)—(1 SUBJ),—1,

Since we have already abandoned the usual Completeness and Coherence
constraints in favor of glue assembly, the following f-structure, without func-
tional control, can provide a satisfactory interpretation for a sentences such
as Bert seems to like Ernie:
(18) |suBy g;[PRED ‘Bert’]
PRED ‘Seem’
f: SUBJ z[ }
XCOMP h:|PRED ‘Like’

OBJ j:[PRED ‘Ernie’}

3Partially inspired by some of the constructors in Asudeh (2002, 2005).
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The constructor for the lower verb will construct the complement subject
grammatical function, but the constructor (17) for seem will make it un-
necessary for this to be functionally identified with anything else for the
semantic interpretation to be found.

But although the analsyis works for this particular example, it leads to
a variety of problems, such as the inability to account for ‘long distance
agreement’ in languages such as Icelandic (Andrews 1982), or the narrow
scope reading of examples like this, from Asudeh (2002, 2005):

(19) Every goblin seems to have pinched Merry

These phenomena provide evidence for functional control even though the
basic semantic interpretation of simple examples doesn’t require it. To ex-
plain these phenomena, LFG+glue ought therefore to contain some principle
that would rule out the analysis without functional control, so that learn-
ers would adopt the standard analysis with functional control even without
encountering the somewhat subtle evidence that motivates it.

The second, concrete, problem with the analysis (14-15) is that it fails
to address Alsina’s (1996) arguments that the causee agent is not a subject.
For example, it is unable to host a floating quantifier, whereas the controlled
subject of an Equi-construction can:

(20) Els metges ens deixen beure una cervesa cadascun
the doctors us let drink a  beer each

a. FEach of the doctors lets us drink a beer
b. *The doctors let each of us drink a beer

(Alsina 1996:217)

(21) Els metges; ens; han convencut de beure una cervesa cadascun, /i
the doctors us have convinced of drink a  beer  each
The doctors each convinced us to drink a beer
The doctors convinced us to drink a beer each
(Alsina p.c.)

The following meaning-constructor seems appropriate for floating quan-
tifiers which can only float off the subject, given in both standard (a) and
structure-tree (b) format:

(22) a. APz.Every(\y.y € z)(P) : ((1SUBJ),—1,)—(1SUBJ) —T,
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((e—=p)—e—p)” (e=p)
AP \z.Every(Ay.y € x)(P) T T

(€)1 suBy)

What it does is abstract over the subject GF to create a property from the
predicate, and applies a semantically distributed version of this property to
a plural subject.

Combining it with the caused verb and abbreviated representation b of
the object of (20), we get:

(23) Az.Every(\y.y € x)(Az.Beure(b)(z))

This can then combine with the causative verb and abbreviated representa-
tion of object to produce (24) with its S-reduction to the undesired reading
of (20):

(24) Az.Let(x,ns, (Az.Every(\y.y € x)(Az.Beure(b)(z)))(ns)) =4
Az.Let(x, ns, Every(A\y.y € ns)(\z.Beure(b)(z))) =
Az.Let(x, ns, Every(y,y € ns, Beure(b)(y)))

To aid comprehension, we express the result of the reduction in two possible
formats for the quantifier, first an ‘Aristotelian’ one where it relates two
properties, then a ‘3-part’ one where there is a variable and two formulas
open on that variable.

To rule out these undesired analyses, I will suggest a constraint that rules
out the intuitively odd property of the constructor (16), that it can in effect
transmit a meaning via o-linking to an f-structure that has nothing at all
to do with that meaning. On its meaning-side, this constructor attributes
the property expressed by the innermost argument to the entity expressed
by the next-innermost one (the causee agent). This can be formulated in
terms of the structural relationships within the meaning-side between the
two lambda-variables corresponding to the arguments. The relationship
that triggers the constraint is that the glue-subformula corresponding to the
property has a (conditional, not anaphoric) antecedent of the same semantic
type (e, in this case) as the one corresponding to the argument to which the
property is applied, and the proposed constraint requires that, under these
conditions, the o-correspondents of these subformulas be the same as well.
We can depict this constraint, which we will call Functional Consistency,
diagrammatically as follows, where the material subtending the lower hor-
izontal braces is what the constraint requires to hold, if the other material
is present:

54



(25) Functional Consistency:

/\If./\gi./\a:. Cause(P(y))(x)

i— applies to 3
—t—— ——
(19, —1,) = {170BD), —(15UB))—1,
| 4 |

- 0o
Functional Consistency will rule out the counterintuitive constructor (14),
but allow one of the initially expected form (13). Likewise, the undesirably
innovative (17) will be excluded, while conventional analyses using functional
control will be allowed. In the absence of plausible alternatives for the
allowed analyses that satisfy Functional Consistency, these can be regarded
as required by the theory.

4 Linking Theory

Although it is in a sense good news that there are real reasons for ruling
out the counterintuitive analyses, the accompanying bad news is that we
will after all need a linking theory for the complex predicates. Fortunately,
LFG+glue provides good support for producing such a theory. (26) below
shows how notions such as (co-)argument, logical subject, and relative (se-
mantic role-based) prominence can be formulated in terms of the structures.

One fundamental notion is the ‘Final Output’ of a meaning-constructor,
which is the root node of the constructor in structure-tree format. These
are circled (this concept might require adjustment if tensors are used in
the formalism). Then ‘basic arguments’ are nodes of basic type that are
daughters of nodes on the ‘spine’ from the meaning-bearing node to the final
output. These are boxed. It is plausible that there is a typological division
between languages that assign object grammatical functions to nodes of
basic type other than e (such as Icelandic, where clausal complements are
arguably NPs bearing ordinary object grammatical functions (Thrédinsson
1979)), and those that don’t, such as English and Dutch ((Koster 1978),
(Bresnan 1994); see also Alsina et al. (2005)).
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(26) () --

e—p
/\ \
coemp N JGR [ ]
(e—>p)—>e—>e—>p (e—>p) \\\ ///;” GFs [ ]
APy Az.Cause(z,y, P(y)) -~ NS GFs | |
i v
e—p -7
/\
e—e—p
legir

Basic arguments seem to behave differently from those of higher-order type,
such as e—p. In particular, there seems to be a rather solid constraint that
a predicate take only one higher-order argument.

Another important concept is role-based semantic prominence, expressed
by the hierarchical relationships between the basic arguments. This is
widely, although not universally, assumed to be necessary.* A problem with
it is that it is largely predictable from semantic roles; if relative prominence
is totally so predictable, then it should not be an independent notion of
the theory. I suggest that the semantic-role assignment contrasts between
verbs such as predecease, on the one hand, and outlive and survive, on the
other, show that relative prominence is sometimes independent of seman-
tic roles. An important concept based on relative prominence is ‘logical
subject’, double-boxed in (26); the logical subject is the most prominent
argument of a predicate.

A somewhat more complex notion is that of ‘co-argument’: co-arguments
are arguments whose Final Outputs have the same f-structural correspon-
dent. So all of the boxed and double-boxed positions in (26) are co-arguments,
with the result that they are simultaneously subjected to the constraints of
linking theory. But if the two type p Final Arguments had different f-
structure correspondents, then the arguments would fall into two sets of
co-arguments, each linking independently, as appropriate for multiclausal
constructions, including those with functional control. We might also want
to recognize ‘immediate’ co-arguments, which would be arguments sharing
the same Final Output.

Next, we face the challenge of producing an actual linking theory. In
(26), the argument positions aren’t connected to any GF-values in the f-
structure correspondent of the final outputs, so the intended effects of the

4See for example Zaenen (1993), Asudeh (2001) for proposals that dispense with it.
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linking theory aren’t represented. But the effects of Functional Consistency
are represented, by linking the two relevant argument positions to the same
piece of f-structure material, which is however not integrated into the f-
structure of the Final Outputs. There have unfortunately accumulated a
rather large number of options for linking theory in LFG, usefully surveyed
by Butt (1999). I can’t systematically investigate all of these here, so will
merely propose something that works out for the case at hand, and doesn’t
seem immediately and unsalvageably hopeless from a typological point of
view.

In the first place, we accept a basic distinction between ‘core’ and ‘oblique’
grammatical functions, with the latter pre-specified for a morphologically
marked oblique grammatical function, typically marked by a preposition
in Romance or Germanic languages (or semantic cases in many others).
Oblique grammatical functions don’t participate in causative grammatical
function alternations, so we need consider them no further here (but would
have to in a consideration of applicatives). The non-oblique argument po-
sitions will then be ranked in terms of relative prominence, for the linking
principles to apply to.

Observe that the approach has already made an improvement on An-
drews and Manning (1999) in that it has a specific proposal for oblique
arguments. Now we propose that in the lexicon, core arguments are option-
ally and constructively assigned any of the core grammatical functions SUBJ,
OBJ and OBJy. To be a bit more precise about this, I propose a notation
whereby § means ‘the o-correspondent of the Final Output of the meaning-
constructor I am an annotation of’, while § means ‘the o-correspondent
of the argument-position I'm attached to’ (the squiggle in the arrows is
supposed to indicate that these arrows are not evaluated with respect to
positions in a c-structure, but to positions somewhere else, namely within a
glue-assembly). We can now write the constructive GF-assignment principle
as follows:

(27) (3 SUBJ|OBJ|OBJ) =

This applies to all core argument positions, at least those of type e (leaving
the treatment of other types aside, in this paper). (26) will now get the
correct grammatical function assignment, as well as many incorrect ones.

We next have a constraint which requires the GFs of co-arguments to
be assigned harmonically w.r.t. their relative prominence, with the GF’s
ranked:

(28) SUBJ > OBJy > OBJ

A biuniqueness constraint can prevent the argument positions that are iden-
tified by Functional Consistency from getting distinct governable functions;
we formulate it as a condition preventing one f-structure from bearing two
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governable GFs to another (but, in order to allow functional control, we
permit an f-structure to bear distinct GF’s to different f-structures).

Only one GF-assignment will now be available for ditransitives and
causatives of transitives, but so far there will be three for intransitives. We
can rule this out by requiring that the maximally prominent co-argument be
assigned SUBJ, if it gets any core GF at all (passives can be plausibly treated
as not assigning a core GF to the maximal co-argument). For transitives,
and causatives of intransitives, this leaves two possibilities for the other co-
argument, OBJ, or OBJy. The former appears to be the default, with the
latter appearing with various non-Patientlike semantic roles, such as Ad-
dressee, Object of Obedience, etc. We can propose that OBJ is assigned
to the least prominent argument-position, subject to a semantic-role-based
restriction which blocks this for non-Patientlike roles, leaving OBJy as the
only option. A sharp characterization of what this restriction is would be
highly desirable, but will not be attempted here.

5 The Morphological Projection and Respect for
the Tree

Now we turn to the other significant problem for monoclausal structures,
accounting for how each semantically higher verb determines the form of the
following one, and the arrangement in the c-structure reflects the semantic
organization (called ‘respecting the tree structure’ in Alsina (1997)). These
problems are illustrated in these examples (Alsina p.c; adapted from Alsina

(1997)):

(29) a. L’ acabo de fer llegir al nen
It I.finish of make read to the boy
‘I just made/I finish making the boy read it.’

b. La faig  acabar de llegir al nen
It.F I.make finish of read to the boy
‘I make the boy finish reading it (say, a map ([GND FEM])).’

The appearance of the direct object clitic semantically associated with the
final verb in front of the first one shows that these are clause-union construc-
tions, but we see that the order of verbs nevertheless reflects the meaning,
and each verb determines the form of the one after it, suggesting some kind
of complement-structure.

The form-determination problem is basically the same as arises with
monoclausal analysis of auxiliaries, and for it we can use the same solution,
the ‘morphological projection’ proposed by Butt et al. (1996) and Butt et al.
(1999). However we will suggest a slightly different version of the architec-
ture, in which the morphological projection (‘m-structure’) comes between
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the c-structure and the f-structure, similarly to the argument-structure of
Butt et al. (1997), but not that of Andrews and Manning (1999). The
motivation for this is to impose a principle that f-structure shares more
aggressively than m-structure, rather than just differently.

The m-structure projection is governed by various principles, the most
important of which is that it is shared between ‘primary’ (but not extended)
X-bar projections and their heads. Therefore I and IP, and V and VP,
will have the same m-structure correspondent, but the IP and VP levels
will have different m-structure correspondents. But, as in the original m-
structure proposals, the VP will be the m-structural DEP of the IP (an
S-complement of TP will also share m- and therefore f- structure). VP-
complements will furthermore have the option of being treated either as
complements (biclausal), or as extended projections (monoclausal).

Although distinct at m-structure, extended projections will always be
merged at f-structure, so that the f-structures of familiar constructions will
for the most part look the same as in standard LFG, except for the location
of certain attributes, which will be located at m-structure rather than f-
structure (from which they can however be located by means of inverse
projections, albeit in a functionally uncertain manner).

Amongst these attributes are of course the verbal form features distin-
guishing infinitives and participles, and the prepositional markers in (29),
but also, innovatively the PRED-features, whose semantic functions have
been taken over by glue, and whose most obvious and possibly only re-
maining function is to control the morphological spellout of lexical items, as
discussed in Andrews (to appear). I will not now make any proposals con-
cerning nominal features; the existence of two places in which they can be
put seems promising in light of Wechsler and Zlatié¢ (2003), but the details
may well fail to work out.

The architecture so far can be diagrammed like this:

)

g

v
| c-structure |-- K -->| m-structure |--- (0 --
p=vopu

and partial c¢-, m- and f-structures for (29a) presented as follows, where
a, b, c are m-structure labels, prefixed to the m-structures they label, and
postfixed to the f-structure that these m-structures correspond to under 1:
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VP,
/\
V. VP,
‘ /\
l’acabo de VP,
/\
Vy VP,
|
fer V. PP
| N
llegir P NP
|
al N
|
nen
[PRED ‘Acabar’ ] SUBJ [ }
VFORM FIN
_ - 10BJ [ }:a,b,c
PRED ‘Fer’
a VFORM INF OBJ [ }
DEP b:|VMARK DE
PRED ‘Lllegir’
DEP c¢:
“IVFORM INF

We can now get the forms of the examples of (29), but each will have both
meanings rather than the sole correct one.

Alsina (1997:237-238) addresses this issue with an informally stated con-
straint to the effect that predicate composition must mirror the c-structure.
In effect, all of the predicates found under a VP in the c-structure must
constitute a composite PRED-value which in some sense corresponds to that
VP (Alsina’s example (50)). This indicates the presence of another pro-
jection, which in the present context, would be most naturally construed
as directly linking the glue-structure and the c-structure. I will call this
projection ~, and construe it as running from the meaning-bearing nodes
of the glue-structure (left terminal daughters) to the c-structure node that
lexical item introducing the constructor appears under in the c-structure.®
The result for (29a) will be:

5This may need to be revised in light of idioms, and meaning-constructors introduced
directly by PS-rules, if these latter exist.
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(32) Sa P

‘ /\
VPa ....... R EEE R pP—p P
U N Acabar — T~
Ve VP, e—p e
‘ /\ ------ ,Y /\
l’acabo de VP e—e—p e
.'/\ .
v, VP, (e—p)—e—e—p (e—p)
‘ /\ Fel"
fer V. PP D
‘ h'. /\ /\
llegir "-. P NP e—p K
al . N T e—e—p e
[=ee.., L Llegir '
nen
The revised architecture will then be:
&
,.’Y"/ g .
[cotmuctute} - --{rstracture} - b - Estructure]
p=1vYopu ~ connects meaning nodes to their c-structure introducers

We then need some constraints which will assure that the relationships be-
tween meaning-constructors in the assembled glue-structure reflect the c-
structure relationships between their introducers.

A problem which the constraint needs to be able to deal with is the
ambiguous interpretation of adverbs in examples like:%

(34) He  fet beureel vi a contracor a Maria

I-have made drink the wine against will to Mary

I made Mary drink the wine against her/my will
(Manning (1992), Andrews and Manning (1999:126), from Alex Alsina

p.c.)

The constraint I suggests involves a glue-structure relationship that I will
call ‘Extended Argument of’, and a c-structure relationship that I’ll call
‘B-command’:

(35) Extended Argument of: Meaning-bearing glue node m is an ex-
tended argument of meaning-bearing glue-node n iff the dynamic path
of m joins the dynamic path of n before the FinalOutput of n (= ‘Feeds
Into’ from Andrews (to appear)).

5 Andrews (2003) gets into trouble with this.
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(36) B-command: c-structure node ¢ 3-commands node d iff every X pro-
jection dominating ¢ dominates d.

Note that in a complex predicate, the higher verb will 8-command the lower,
but not vice-versa, even if they are in an extended projection relation.
The constraint is then:

(37) v-harmony: If v(m) (-commands y(n) but not vice-versa, and if
d(y(m)) = ¢(y(n)), then n must be an extended argument of m (the
condition on ¢ o7y is supposed to keep this from applying to adjuncts,
so as to allow the ambiguity of (34)).

Perhaps more elegant formulations can be found, but (37) relates the levels
of glue-structure and c-structure by means of a constraint that is plausibly
universal, and intuitively iconic.

6 Conclusion

By construing meaning-constructors as being essentially the same thing as
argument-structures, we have managed to capture many of the insights of
Alsina’s analysis of complex predicates in a more formalized framework,
glue-semantics, that explicitly integrates argument-structure with a general
account of semantic composition in LFG.
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Abstract

LFG-DOP (Bod and Kaplan, 1998, 2003) provides an appealisgvar
to the question of how probabilistic methods can be incadatinto linguis-
tic theory. However, despite its attractions, the standaodel of LFG-DOP
suffers from serious problems of overgeneration becaysi iunable to
define fragments of the right level of generality, and (b)asmo way of
capturing the effect of anything except simple positivestmints. We show
how the model can be extended to overcome these problems.

1 Introduction

The question of how probabilistic methods should be incorporated into linguistic
theory is important from both a practical, grammar engineering, perspeetid
from the perspective of ‘pure’ linguistic theory. From a practical pahview
such techniques are essential if a system is to achieve a useful bréadtieage
and avoid being swamped by structural ambiguity in realistic situations. From
a theoretical point of view they are necessary as a response to thenaeloé
probabilistic factors in human language behaviour (see e.g. Juraf3@g, for a
review).

Bod and Kaplan (1998, 2003) provide a very appealing and pevsuasswer
to this question in the form of LFG-DOP, where the linguistic representatibns o
Lexical Functional Grammar (LFG) are combined with the probabilistic methods
of Data Oriented Parsing (DOP). The result is a descriptively powetiesr, and
elegant fusion of linguistic theory and probability. However, it suffeosf two
serious problems, both related to generative capacity, which have ¢t thit the
model overgenerates. This paper shows how these problems carrbemee

The paper is structured as follows. Section 2 provides backgrounailirding
the basic ideas of DOP. Section 3 describes the Bod and Kaplan (B&K) model,
and introduces the first problem: the problem of defining DOP fragments véth th
right level of generality. Section 4 shows how this problem can be owegc&ec-
tion 5 describes the second problem (which arises because LFG-R@Rdnts
effectively encode only simple, positive, LFG constraints) and showsitwan be
overcome. Section 6 discusses some issues and potential objections.

2 Tree-DOP

The central idea of DOP is that, rather than using a collection of rulesingars
and other processing tasks employ a databaseagmentsproduced by decom-
posing a collection of normal linguistic representations (e.g. trees drawm dr

fWe are grateful to the participants at LFGO7 in Stanford, Ca, for insightid stimulating
discussion, in particular: Joan Bresnan, Aoife Cahill, Grzegorz Ghiaron Kaplan, Jonas Kuhn,
and Louisa Sadler.
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Figure 1: Treebank representation

treebank): These fragments can be assigned probabilities (e.g. based on their rel-
ative frequency of appearance in the fragment database). Paririggginvolves,
in effect, finding a collection of fragments which can be combined to derive it,
i.e. provide a representation for it. These representations are aspigiedbilities
based on the probabilities of the fragments used. This general appraaciof
course, be realized in many different ways, via different choiceasitlrepresen-
tation, different decomposition operations, etc. So, standardly, spegi@yDOP
model involves instantiating four parameters: (i) representational basie¢om-
position operations; (iii) composition operation(s); and (iv) probability nhode
Specified in this way, Tree-DOP, the simplest DOP model, involves:

(i) atreebank of context free trees, such as Figure 1;
(i) two decomposition operationstoot and Frontier;
(iii) a single composition operatior:eftmost Substitutign
(iv) a probability model based on relative frequency.

Fragments are produced from representations such as Figure 1 bptomd
position operationsRoot and Frontier:

(i) Root selects any node and makes it the root of a new tree, erasing all other
nodes apart from those dominated-hy

(iiy Frontier chooses a set of nodes (other than the root) and erases all subtrees
dominated by these nodes.

Intuitively, Root extracts a complete constituent to produce a fragment with a new
root. For example, the fragments in Figure 2 can be produced from thie trég-
ure 1 by (possibly trivial) application dRoot. Frontier deletes part of a fragment
to produce an ‘incomplete’ fragment — a fragment with a new frontier contain
ing ‘open slots’ (i.e. terminal nodes labeled with a non-terminal categosy a
Figure 3.

Leftmost Substitutioinvolves substituting a fragment for the leftmost open
slot. Figure 4 exemplifies one of the several ways in which a representdtiom
likes Santan be derived.

Standard references on DOP include, for example, Bod and ScB#)(1®od (1998), and the
papers in Bod et al. (2003). All of these contain presentations of Df@E-
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Figure 3: Fragments produced by tRevontier operation

The following define a very simple probability model for this version of FOP.

@) mm=§?m

root(f)=root(f;)

n

(2) P(d) =T P(fi)

i=1

2Simple, and one should add, inadequate. This model is based on rélatjuency estimation,
which has been shown to be biased and inconsistent (Johnson, 20@2nber of alternatives have
been proposed, e.g. assuming a uniform derivation distribution @uoaret al., 1999), backing-off
(Sima’an and Buratto, 2003), and held-out estimation (Zollmann, 20843hing in what follows
depends on the choice of probability model, however.
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Figure 4: Fragment composition

3) P(R) =} _ P(d;)

Equation (1) says that the probability associated with a fragryieistthe ratio of

the number of times it occurs compared to the number of times fragments with the
same root category occur. (2) says that the probability of a particutasatien d

is the product of the probabilities of the fragments used in deriving it. (3 St

the probability associated with a representation (tree) is to be found by summing
over the probabilities of its derivations.

Apart from its obvious simplicity, this version of DOP has numerous attrac-
tions. However, from a linguistic point of view it suffers from the limitationgrod
underlying linguistic theory (context-free phrase structure grammad)farthis
reason does not provide a satisfactory answer to the question of lobalplistic
and linguistic methods should be combined. A much better answer emerges if DOP
techniques are combined with a richer linguistic theory, such as1FG.

3 LFG-DOP

The idea of combining DOP techniques with the linguistic framework of LFG was
first proposed in Bod and Kaplan (1998) (see also Bod and Kapl#g; 20ay,
1999; Bod, 2000b,a; Hearne and Sima’an, 2004; Finn et al., 2006, Bifib).

As one would expect given the framework, representations are triples f),
consisting of a c-structure, an f-structure, and a ‘correspondé&metion ¢ that
relates them (see Figure %).

Decomposition again involves thRoot and Frontier operations. As regards
c-structure, these operations are defined precisely as in Tree-DidRvEr, the
operations must also take account of f-structure andthieks: (i) when a node is
erased, alb-links leaving from it are removed, and (ii) all f-structure units that are
not ¢-accessible from the remaining nodes are erdsdii) In addition, Root

Attempts to adapt DOP for other grammatical formalisms, notably HPSGydedNeumann
(2003), Linardaki (2006), and Arnold and Linardaki (2007).

“Discussion of the key ideas of LFG can be found in e.g. Bresnan J1B&fymple et al. (1995),
Bresnan (2001), and Dalrymple (2001).

SA piece of f-structure ig-accessible from a nodeif and only if it is ¢-linked ton or contained
within a the piece of f-structure that slinked ton.
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Figure 5: LFG-DOP Treebank representation.

deletes all semantic formsRED features) that are local to f-structures which
are linked to erased nodes. (i¥)yontier also removes semantic forms from f-
structures corresponding to erased nodes.

The intuition here is (a) to eliminate f-structure that is not associated with the
c-structure that remains in a fragment, and (b) to keep everything elsptetat
a fragment should containrrReD value if and only if the c-structure contains the
corresponding word. Thus, from the representation in Figurenbt will produce
(inter alia) fragments corresponding to the NBamandKim and the VRikes Kim
as in Figure 6. The cases 8amandKim are straightforward: all other nodes,
and the associategtlinks have been removed; the only f-structures thatdare
accessible are the valuesaafsiandosJrespectively, and these are what appear in
the fragments. The case of the \fiees Kim is slightly more complex: deleting the
S and subject NP nodes does not afteetccessibility relations, because the S and
VP nodes in Figure 5 arg-linked to the same f-structure. However, deleting the
subject NP removes therRED feature thesuBJvalue, as required by (iii). Notice
that nothing else is removed: in particular, notice that person-numbeniafam
about the subject NP remains.

Applying Frontier to Figure 6 €) to deleteKim will produce a fragment cor-
responding tdikes NR, as in Figure 7. Againg-accessibility is not affected, so
the only effect on the f-structure is the removal of HreDfeature associated with
Kim, as required by (iv).

The composition operation will not be very important in what follows. For
the purpose at hand it can be just the same as that of Tree-DOP, with dwo pr
visos. First, we must ensure that substitution of a fragment at a noderpees
¢-links and also unifies the corresponding f-structures. Second, quireghe f-
structure of any final representation we produce to satisfy a humbeld@fanal
well-formedness conditions, specificalipiqguenesscompletenesandcoherence
in the normal LFG sense (e.g. Dalrymple, 2001, pp35-39). Similarly, foptite
pose of this discussion we can assume the probability model is the same &s used
Tree-DOPS®

®In fact, a small extension of the probability model is needgampletenessannot be checked in
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PRED ‘Sam PRED ‘Kim

NUM sg NUM  sg
ij’ PER  3rd ij’ PER  3rd
Sam CASE nom Kim CASE acc

(a (b)

i [NUM  sg

SUBJ PER  3rd

CASE nom

TENSE pres

VP PRED ‘like (SUBJ,0BJ)
V/\NP TPRED ‘Kim

NUM  sg

jikes . Ki y PER  3rd

\/ LCASE acc ]

©

Figure 6: LFG-DOPRoot fragments

[ NUM  sg
SUBJ PER 3rd
CASE nom
TENSE pres
VP PRED  ‘like (SUBJ0OBJ)’
/\ 5 y
V. NP NUM  sg
, OBJ PER 3rd
likes / CASE acc

Figure 7: An LFG-DOPFrontier fragment

What is of central concern here is that the fragments producelioby and
Frontier are highlyundergeneraloverspecific). In particular, the fragment for
Samis nom the fragment foKim is acg and in the fragment folikes NPthe
direct object NP is third person and singular.

This will lead to under-generation (under-recognition). For exampld|libat
be possible to use thRoot fragments forSamandKim in Figure 6 in analyzing
a sentence like (4) whel€im appears as a subject, aBdmas an object, because
they have the wrong case marking. Similarly, it will not be possible to use the
Frontier fragment in Figure 7 to analyze (5), since it requires dies to be 3rd
person singular, whichs, themetc. are not.

the course of a derivation, but only on final representations, somwich will therefore be invalid.
The problem is that the probability mass associated with such represesiatiost. Bod and Kaplan
(2003) address this issue by re-normalizing to take account of thisdvasibability mass.

" Another way of thinking about this problem is as an exacerbation of tHeenoofdata sparsity
an approach like this will require much more data to get an accurate pifttine contexts where
words and phrases can occur. Data sparsity is one of the most igeraad difficult problems for
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NP [PRED ‘Kim]] VP PRED ‘like (SUBJ0BJ)’
| 7{ o~ OBJ [PRED ‘Kim]]
Kim V. NP
@) L _
likes . Ki
(b)
PRED ‘like (SUBJ,0BJ)’
VP
N 0B ]
\ NP
\
likes

(©

Figure 8: Overgenerdiscard fragments

(4) Kim likes Sam.
(5) Sam likes them/us/me/you/the children.

To deal with this problem, B&K introduce a further operatidhscard, which
produces more general fragments by erasing featus.card can erase any
combination of features apart fromRED, and those features whose valugs
correspond to remaining c-structure nodes. As regards the fragi8amsnd
Kim, this means everything except threD can be removed, as in Figure&(In
the case ofikes Kimin Figure 6 €), this means everything can be removed except
for the value ofPREDand theoBJ (and itsPRED), see Figure 8H). In the case of
likes NPin Figure 7, it means everything can be removed exceptEpand the
oBJ(however, though thesJiremains, the features it contains can be deleted), see
Figure 8 €).

Clearly, such fragments amvergeneral (under specific). For example, the
fragment forKim in Figure 8 @) will be able to appear as subject of a non-third
person singular verb, as in (6); the fragmentslikees NPandlikes Kimwill allow
non-third singular subjects (and subjects marked accusative), andgmeent for
likes NPwill also allow a nominative object, as in (7).

(6) *Kim were happy.
(7) *Them likes we.

To deal with this, B&K propose a redefinition of grammaticality: rather than
regarding as grammatical anything which can be given an analysis, tendran
utterance as grammatical if it can be derived without ughgard fragments. For
words with relatively high frequency (including common names sudKimwsand
Samand verbs such dies) this is likely to work. For example, every derivation
of examples like (6) and (7) is likely to involvBiscard fragments, so they will
be correctly classified as ungrammatical. Equally, (4) will have a Bowrard

statistical approaches to natural language.
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derivation, and be correctly classified as grammatical, so lorfijrasappears at
least once as a subject, aBdmappears at least once as an object, and (5) will have
a noniscard derivation so long akikesappears with a sufficiently wide range of
object NPs.

The reason this can be expected to work for high frequency wordstigotha
such words the corpus distribution represents the true distribution (i.e. larthe
guage as whole). Unfortunately, most words aa high frequency, and their
appearance in corpora is not representative of their true distributiofactnit is
quite common for more than 30% of the words in a corpus to appear only once —
and of course this single occurrence is unlikely to reflect the true poteritine
word?8

For example, in the British National Corpus (BNC) the ndefvauche§moral
excesses’) appears just once, as in (8), where it wikhbe Thus, the only way
to produce (9) will be to use &iscard fragment. But (8) and (9) are equally
grammatical.

(8) [Hle...shook Paris by his wild debauches on convalescent.leave
(9) His wild debauches shook Paris.

Similarly, the verbgo debauch'to corrupt morally’) andto hector(‘talk in a bul-
lying manner’) appear several times, but never with a first person Isingubject:
So analyzing (10) and (11) will requitBiscard fragments, and they will be clas-
sified as ungrammatical. But both are impeccable.

(10) I never debauch anyone.
(11) I never hector anyone.

In short: there is a serious theoretical problem with the way LFG-DOR frag
ments are defined. WithouRiscard, the fragments arendeigeneral, and the
model undergenerates, e.g. it cannot produce (4) and (5). Therddar need for
a method of producing more general fragments via some operatiodlikerd.
However, as formulated by B&KDiscard produces fragments that areergeneral,
and the model overgenerates, producing examples like (6) and (7)e B&i€’s
attempt to avoid this problem via a redefinition of grammaticality does not help,
we need to consider alternative approaches. The most obvious beingdasemp
constraints on the waiscard operates (cf Way, 1999).

8Baroni (to appear) notes that about 46% of all words (types) in the wijtset of the British
National Corpusq0 million tokens) occur only once (in the spoken part the figure is 35%, ldoutr
still abovel/3). Of course, the BNC is not huge by human standards: listening tolspe@ormal
rates (say, 200 words per minute) for twelve hours per day, one vaterter more than half this
number of tokens each ye&00 x 60 x 12 x 365 = 52, 560, 000). But Baroni also observes that
the proportion of words that appear only once seems to be largely indepeof corpus size.

°A number of participants at LFGO07 suggested alternative approactsesiton ‘smoothing’,
rather thanDiscard (see also Hearne and Sima’an (2004)). Suppose, we have seenike pame
Alina just once, markediom (Alina,...,). We ‘smooth’ the corpus data, by treatiddina,.. as
an ‘unseen event’ (e.g. we might assign it a counf&f). We can generalize this to eliminate
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4 Constraining Discard

The problem with B&K’s formulation ofDiscard— the reason it produces over-
general fragments — is that it is indiscriminate. In particular, it does not €istin
guish between features which are ‘inherent’ to a fragment (that isp'gratically
necessary’ given its c-structure), and those which are ‘contextuabatingent’
given its c-structure and are simply artifacts of structure that has been afédin
by the decomposition operations. The former must not be discarded ifev® ar
avoid overgeneration; the latter can, and in the interest of generalitydsteudis-
carded. Consider, for example, the fragmentlilkes NPin Figure 7. Intuitively,
thePERandNuUM features on the object NP are just ‘contextual’ here — they sim-
ply reflect the presence of a third person singular NP in the origina¢septation.
On the other hand, theAask feature on the object is grammatically necessary, as
are thePER NUM andcAsEfeatures on the subject NP (given that the vetlkes).
Similarly, with fragments for NPs lik€amandKim: PERandNUM features seem
to be grammatically necessary, lmase seems to be an artefact of the context in
which the fragments occur (while with a fragment #reall three features would
be grammatically necessary).

One approach would be to look for general constraint®aard, e.g. to try
to identify certain features as grammatically ‘essential’ in some way, and immune
to Discard (i.e. like PREDfor B&K). While appealing, this seems to us unlikely to
be sucessful, and certainly no plausible candidates have been pidPose

We think this is not an accident. Rather, the difficulty of finding generat con
straints onDiscard is a reflection of a fundamental feature of f-structures, and
LFG: the fact that f-structures do not record the ‘structural sourcgieces of f-
structure. Thisis in turn a reflection of an important fact about naturgllage —
one for which constraint based formalisms provide a natural expreshkitrinfor-
mation at one place in a representation may have many different struciuraés
(inthe case of agreement phenomena, many sources simultaneouslsidezdior

the need forDiscard: we simply hypothesize similar unseen events for all possible attribute-valu
combinations. This is an interesting approach, but (a) it will overgemeaad (b) we will still be
unable to reconstruct any idea of grammaticality. To see this, considen¢haill also treatAlina
marked plural Alina,;) as an unseen event, and presumably assign it the same cd\lintaas.. We

will now be able to derive Aline run (so we have overgeneration). Moreover, the same arguments
that we used to show the inadequacykcard as a basis for a notion of grammaticality apply here,
equally (e.g. if we try to identify ungrammaticality with ‘involving a smootheafiment’). Notice it

is not the case that grammatical sentences will receive higher probaliktych an account: suppose
that the probability oNP runis the same or higher thaffe saw NPit is likely that the probability
assigned to Alina runwill be the same or higher thaie saw Alina (We are especially grateful to
Ron Kaplan, Jonas Kuhn, and Grzegorz Chrupata for stimulating digeusn this point.)

Oway (1999), suggests it might be possible to classify features as Tesicatructural’ in some
general fashion (so the presence of ‘lexical’ features in fragmentddabe tied to the presence
of lexical material in c-structures in the same wayr&ED). He suggest®ER andNUM might be
lexical, andcAsSE might be structural, but notice that there are cases whese is associated with
particular lexical items (e.g. pronouske her), and whereeERandNUM values are associated with
a particular structure (e.g. subject of a verb with a third person singeflaxive object, such asP
criticized herself).
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example, thesum: pl feature that will appear on the subject NPs in the following:

(12) These sheep used to be healthy.

(13) Sam’s sheep are sick.

(14) Sam’s sheep used to look after themselves.
(15) These sheep are able to look after themselves.
(16) Sheep can live in strange places.

In (12), this feature is a reflex of the plural determiner; in (13) it is alteduhe
form of the verb are); in (14) it is a result of the reflexive pronoun; in (15) it comes
from all these places at once; in (16) it is thiesencenf an article that signals that
the noun is plural.

Thus, instead of trying to find general constraints, we propose thatoloke @
tion of generalized fragments should be constrained by the existenceabfiweh
will call ‘abstract fragments’. Intuitively, abstract fragments will eneddforma-
tion about what is grammatically essential, and so provide an upper bouthé on
generality of fragments that can be producedhycard. We will call this gener-
alizing operatiorcDiscard (‘constrainedDiscard’). Furthermore, we propose that
the knowledge underlying such abstract fragments be expressecosingl LFG
grammar rules.

Formally, the key insight is that it is possible to think of a grammar and lexicon
as generating a collection of (often very general) fragments, by catisiguhe
minimal c-structure that each rule or lexical entry defines, and creatilingks
to pieces of f-structure which are minimal models of the constraints on the right-
hand-side of the rule. We will call fragments produced in this way ‘basstrabt
fragments’.

For example, suppose that, in response to the problems discussedabove,
postulate the rules and entries in (17). These rules can be interpretediso a
generate the basic abstract fragments in Figure 9.

(17) a. S— NP VP
(TsuBJ casB=nom =]
b. VP— V NP
=1 (ToBJ cAsSB=acc
c. Kim NP (INUM)=sg
(TPER=3
d. she NP (INUM)=sg
(TPER=3

(TcASE)=nom
e. her NP (INUM)=sg

(TPER=3

(Tcasg)=acc

"Notice that we do not follow the normal LFG convention whereby the atesef f-structure
annotation on category is interpreted &s|’: absence of annotation means exactly an absence of
f-structure constraints. Notice also that this means we are treating¢tberespondence as a partial
function in abstract fragments: in Figure 9 (a) the NP is not linked to astsucture.
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f. likes V (7suBJNuUM)=sg
(TsuBJ PER=3
(TTENSE)=pres

W[CASE nom]
N
NP VP

@)

VP OBJ »[CASE acd| b NUM  sg
ﬁ ‘ \77 PER 3
V 7~ NP Kim
(b) (©
NUM  sg NUM  sg
NP PER 3 NP PER 3
\ 77 CASE nom \ CASE acc
she her
(d) (e
NUM sg
Vv SUBJ [PER 3rd}
\
likes TENSE pres

®)
Figure 9: Basic abstract fragments generated by the grammar rules in (17)

Formally speaking, these are fragments in the normal sense, and theg can b
composed in the normal way. For example composing Figuing & (d Figure 9f()
will produce the ‘derived’ abstract fragment in Figure H). (This in turn can be
composed with Figure % to produce Figure 10bj. The idea is that such frag-
ments can be used to put an upper bound on the generality of the fragments p
duced bycDiscard, by requiring the latter to be ‘licensed’ by an abstract fragment.

More precisely, we require that, for a fragmefitif cDiscard(f) produces
fragment f;, then there must be some abstract fragmgntvhich licensesf,
which for the moment we take to medn ‘frag-subsumesy,. We will say that an
abstract fragmenf, frag-subsumea fragmentf, just in case:

1. the c-structures are isomorphic, with identical labels on corresponduheg;
and

2. theg-correspondence df, is a subset of thé-correspondence qf; (recall
that¢-correspondences are functions, i.e. sets of pairs); and

3. every f-structure inf, subsumes (in the normal sense) the corresponding
f-structure off,.1?

12This desciption glosses over a small formal point: normal fragmemtsizoan f-structure with
a single root. For abstract fragments this will not always be the case.example, a rule like
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NUM sg
SUBJ [PER 3}
VP TENSE pres
N [CASE acc}
\ OBJ
‘ w
likes

@)

NUM  sg
PER 3
CASE nom
TENSE pres
NP VP ycASE acc]
\%

\
likes

(b)

Figure 10: Derived abstract fragments

To see the effect of this, consider tiiot and Frontier fragments in Fig-
ure 11 p), (d) and €), and the abstract fragments that would license possible ap-
plications of Discard to them, in Figure 114), (c) and €).

The abstract fragment in Figure 14) (will license the discarding ofErR and
NUM from the object slot of Figure 1Dj, but will not permit discarding of ENSE
information, or information about theAsE of the subject or object, arER and
NUM information from the subject. Thus, we will have fragments of sufficient
generality to analyze (18), but not (19):

(18) Sam likes them/us/me/the children. [=(5)]
(19) *Them likes we. [= (7)]

Similarly, the abstract fragment in Figure 1 will license generalized fragments
for Kim from which case has been discarded, but will not allow fragments which
from whichPERoOr NUM information has been discarded. Thus, as we would like,
we will be able to analyze examples whé¢in is an object, but not where it is,
say, the subject of a non-third person singular verb:

(20) Kim likes Sam. [= (4)]
(21) *Kim were happy. [= (6)]

On the other hand, the abstract fragment in Figure€l W{ll not permit any fea-
tures to be discarded froher, which will therefore be restricted to contexts which
allow third person singular accusatives:

S —NP VP (without any constraints) should produce an abstract fragwignt-structure consisting
of three nodes, each associated with a separate, empty, f-structure.
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[NUM  sg
SUBJ |PER 3}
VP TENSE pres
N [cASE acc}
\ OBJ
\ w_
likes
(@
r [NUM sg T
SUBJ PER  3rd
CASE nom
VP TENSE pres
Py PRED  ‘like (SUBJOBJ)’
\% NP NUM  sg
| OBJ PER  3rd
likes / CASE acc

(b)
[PRED ‘Kim’]
NUM Sg] NP __|NUM  sg

N‘P |:PER 3 | PER 3rd
Kim Kim | CASE  acc

(© (d)

'PRED ‘PRO]
NUM sg NUM s
NP PER 3 NP | Son 3g g
| CASE acc | T
her her- LCASE acc

G Q)

Figure 11:Root, Frontier, and abstract fragments

(22) Sam likes her.
(23) *Her likes Sam.

5 General Constraints

The previous section has shown how one source of overgeneratidrecvoided.

A second source of overgeneration arises from the fact that, whilevides a
reasonable model of normal c- and f-structure constraints (i.e. defjngtions),
an LFG treebank is only a poor reflection of other kinds of constraint, reega-
tive constraints, functional uncertainty constraints, existential congraind con-
straining equation$’ A treebank is a finite repository of positive information, and
cannot properly reflect negative constraints, constraints with potentidihjte

13See Dalrymple (2001) for discussion and exemplification of such @inr
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S PRED ‘PRO
& NUM sg
NP. S TOPIC PER 3

‘ CASE acc
Her

Figure 12: AcDiscard Frontier fragment

scope, or constraints whose essential purpose is information ‘chéckimghis
section we will show how the approach of the previous section can bededen
to address this source of overgeneration. For reasons of spacei)li@cus on
functional uncertainty constraints and negative constraints.

As an example of a functional uncertainty constraint, consider the nekukio *
topicalized constituents. Suppose the treebank contains representétexasm
ples like (24) and (25).

(24) Her, Sam likes.
(25) Her, we think Sam likes.

As things stand, it will be possible to produce a fragment like Figure 12 (&

by deleting the structure correspondingSam likegand discarding a number of
features likeTENSE, which are not relevant here). Notice it will be possible to
compose any complete sentence with this, and so derive ungrammatical example
like the following, in which the topicalized constitueher is not linked to any
normal grammatical function.

(26) *Her, Sam likes Kim.

In a normal LFG grammar, examples like (26) are excluded by including a
functional uncertainty constraint on the rule that produces topicalizedtates!4

(27) S— NP S
(TTopig)=| 1=l
(TcompP* GR)=|

As things stand, the LFG-DOP model is unable to prevent examples like €2&) b
derived: there is no way of capturing the effect of anything like an dairgy
constraint.

As regards negative constraints, in Section 4 we expressed factssatjerct
verb agreement withkesby means of a positive constraint requiring its subject to

¥In (27), GF is a variable over grammatical function names, sucb@sand SuBJ, andCOMP*
is a regular expression meaning any numbecofps (including zero).comp is the grammatical
function associated with complement clauses. Thus, the constraintagdue NP’s f-structure to
be theoBJ (or suBy etc.) of its sister S, or of a complement clause inside that S, or a coraptem
clause inside a complement clause (etc).
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be 3rd person singular. This still leaves the problem of agreement fer ftims.
For example, we must excludi&e appearing with a 3rd person singular form, as
in (28).

(28) *Sam like Kim.

This can be expressed with a disjunction of normal constraints, but thenatosal
thing to say involves a negative constraint, along the lines of (29) (whichigimp
says that the subject tike must not be third person singular). The existing appa-
ratus provides no way of encoding anything like this.

(29) like V —( (1suBJPER=3 (ISuBJNUM)=sg )

In fact, apparatus to avoid this sort of overgeneration is a straightfdresa
tension of the approach described above.

e We add to fragments a fourth component, so they become 4-tuples:
(c,, f, Constr), whereConstris a collection of ‘other’ (i.e. non-defining)
constraints.

e For basic abstract fragments the element€'ofistr are the ‘other’ con-
straints required by the corresponding rule or lexical entry.

e Combining abstract fragments involves unioning these sets of constraints.

¢ Licensing a fragment involves adding these constraints to the fragment (i.e.
fragments inherit the Constraints of the abstract fragment that licensek the

e The composition process is amended so as to include a check that these con-
straints are not violated (specifically, we require that, in addition to normal
completeness and coherence requirements, the f-structure of amefina
sentation we produce must satisfy all constraint§'imstr).

The idea is that, given a grammar rule like (29), any basic abstract fragmen
for like will include a negative constraint on the appropriate f-structure, whitth w
be inherited by any derived abstract fragment, and any fragment tlia¢risby
licensed. So, for example, the most genet@iscard fragment forNP like Kim
will be as in Figure 13. While it will be possible to adjoin a 3rd person singular
NP to the subject position of this fragment, this will not lead to a valid final repre
sentation, because the negative constraint will not be satisfied. Thaseavould
hope, we will be able to derive (30), but not (31).

(30) They like Kim.
(31) *Sam like Kim.

Similarly, the rule in (27) will produce abstract fragments which contain the un
certainty constraint given, and these will license normal fragments likertiad-
ure 14. Again, the only valid representations which can be constructith wat-
isfy this constraint will be ones which contain a ‘gap’ corresponding tatheiC.
That is, as one would like, we will be able to produce (32), but not (33):

(32) Her, Sam (says she) likes.
(33) *Her, Sam (says she) likes Kim.
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o - _
SUBJ h
| """~ |CASE nom
TENSE pres
s PRED ‘like (SUBJ,0BJ)’ . (fo SUBJPER=S
T~ [fa (fo SUBJ NUM)=sg
NP VP PRED ‘Kim’
v OBJ NUM  sg
PER  3rd
|ik‘e iln\/_ LCASE acc i
Figure 13: Fragment incorporating a negative constraint
fo ;
S 1 COMP* GF)=
& PRED ‘PRO { (Jo )=/f1 }
NP._ S TOPIC NUM  sg
| PER 3
Her CASE acc

Figure 14: Fragment incorporating an uncertainty constraint

6 Discussion

The proposals presented in the previous sections constitute a relatiegghtr-
ward extension to the formal apparatus of LFG-DOP, but they are ogenumber
of objections, and they have theoretical implications of wider significance.

One kind of objection that might arise is a result of the relatively minor phe-
nomena we have used for exemplification (case assignment and pensdemn
agreement in English). This objection is entirely misplaced. First, becauas, in
LFG context, similar problems will arise in relation to any phenomenon whose
analysis involves f-structure attributes and values. More generally, sipribdr-
lems of fragment generality will arise whenever one tries to generalize OP a
proaches beyond the context-free case, e.g. to deal with sem&ntibste gen-
erally still, analogues of the problems we have identified with fragment giégera
and capturing the effect of ‘general’ constraints on the basis of a finlteation
of example representations will arise with any ‘exemplar’ based approach

A second source of objections might arise from the fact that we haveséac

15At least, this is the case if one wants to preserve the idea that a treebasigtsarf representa-

tions in the normal sense. In the approach to semantic interpretation in B&2Rtkd in Bonnema

etal. (1997) these problems are avoided at the cost of not usingitemegoresentations in the normal
sense. Rather than having semantic representations, the nodes afé¢raesotated with an indica-
tion of how the semantic formula of the node is built up from the semanticutaeof its daughters,

and hence how it should be decomposed. The ‘fragment generatitiglgm is sidestepped by ex-
plicitly indicating on each and every node how its semantic representatiodste decomposed as
fragments are created.
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on the problem of overgeneration: one might object (a) that in a praaticallan-
guage engineering, setting this is not very important, and (b) that in algtisba
tic setting, such as DOP, overgeneration can be hidden statistically (e.gudsec
ungrammatical examples get much smaller probability compared to grammatical
ones).

As regards (a), the appropriate response is that a model which oesages
is generally one which assigns excessive ambiguity (which is a peryarsitaem
in practical settings). Sag (1991) gives a large number of plausible dzamp
relation to subject-verb agreement, he notes that the followingimambiguous,
but will be treated as ambiguous by any system that ignores subject-gerb-a
ment: (34) presumes the existence of a unique English-speaking Fremelhmag
the programmers; (35) presumes there is a unique Frenchman among tisé Eng
speaking programmers.

(34) Listthe only Frenchman among the programmers who understantistEng
(35) List the only Frenchman among the programmers who understandtfenglis

Similarly, a system which does not insist on correct linking of Topics willtt(8&)
and (37) as ambiguous, when both are actually unambiguous (ino&&mmust
be associated witbontributed in (37) it must be associated widppears because
contributerequires, andliscoverforbids, a complement witto):

(36) Tothem, Sam appears to have contributed it.
(37) Tothem, Sam appears to have discovered it.

As regards (b), it is important to stress that the problem of overgenerasio
we describe it has to do with the characterization of grammaticality (i.e. the char-
acterization of a language), and grammaticality simply cannot be identified with
relative probability (casual inspection of almost any corpus will revealynsam-
ple mistakes, which are uncontroversially ungrammatical, but have muchrhighe
probability than perfectly grammatical examples containing, e.g., rare words)

A third objection would be that in avoiding overgeneration, we have also lost
the ability to deal with ill-formed input (robustness). But there is no reasian w
the model should not incorporate, in addition to ‘constraifgetard’, an uncon-
strained operation like the original B&Kiscard. Notice that this would now give
a correct characterization of grammaticality (a sentence would be gramnittical
and only if it can be derived without the use of unconstraibegtard fragments).

A fourth, and from a DOP perspective very natural, objection would b th
these proposals in some sense violate the ‘spirit’ of DOP — where an important
idea is exactly to dispense with a grammar in favor of (just) a collection of frag-
ments. A partial response to this is to note that to a considerable degreetthe so
of grammar we have described is implicit in the original treebank. For example,
the set of c-structure rules can be recovered from the treebank blyRripacting
all trees of depth one. This will produce a grammar without f-structuretcaimts,
and abstract fragments with empty f-structures and constraint sets, izleicactly
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equivalent to the original B&K model. Taken as a practical proposal famg
mar engineering, the idea would be that one can begin with such an urainedtr
model, and simply add constraints to these c-structure rules to rule outoeseg
tion. This can clearly be done incrementally, and in principle, the full rahg&G
rule notation should be available, so this should be a relatively straightfo el
natural task for a linguist. It should be, in particular, much easier than gritin
normal grammar.

However, it is also possible to take the proposal in a different way, féteo
cally’, as describing an idea about linguistic knowledge, and human lgegqua-
cessing and acquisition. Taken in this way, the suggestion is that a speekat
her disposal two knowledge sources: a database of fragments (inrthalri@OP
sense), which one might think of as a model of grammatical usage, andma gra
mar (an abstract fragment grammar) which expresses generalizatienthege
fragments, which one might take to be a characterization of something like gram-
matical competence. Notice that on this view: (i) the grammar as such plays no
role in sentence processing (but only in fragment creation, i.e. off:lifi¢Xhe
task of the learner is only secondarily to construct a grammar (the primdey tas
is the creation of the fragment database — learning generalizations ovés ¢his
secondary task); (iii) the grammar does not generate or otherwiseglyedhsrac-
terize the language (this is achieved by the fragment database with the d¢bompos
operation), rather its job is to license or legitimize the fragments in the fragment
database. Taken in this way, the model is an enrichment of the standaré&pOP
proach.
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Abstract

A Zapotec attributive adjective forms a single phonological word with the noun that it modifies. This
N+Adjective combination is an instance of an element that corresponds to one word in phonology, but two
words in syntax. These mismatches can be successfully captured in the lexical sharing approach of
Wescoat (2002).

1 Introduction’

Sadler and Arnold (1994), Sadler (2000) and Toivonen (2001, 2003) have introduced the idea of
non-projecting words into LFG, focusing on data from Welsh and Swedish. In both Welsh and Swedish,
the non-projecting elements are phonologically independent words. However, Toivonen (2001, 2003)
argues that the criteria of syntactic projection and phonological dependence are separable, so it should be
possible for non-projecting words to form a phonological unit with another word.

This paper argues for such an analysis in San Dionicio Ocotepec Zapotec (SDZ), an Otomanguean
language of Oaxaca, Mexico. In this language, an attributive adjective forms a single phonological word
with a preceding noun. I argue that Adj is a non-projecting word which adjoins to N, and that the two are
instantiated as a single word, using the lexical sharing hypothesis of Wescoat (2002).>

SDZ is a head-initial language, as shown in NP (1) and S (2)

I} X-quéét Juaany
p-tortilla Juan
‘Juan’s tortilla’

2) U-daw bé’cw geet.
com-eat dog  tortilla
‘The dog ate the tortilla.’

Topic and focal phrases frequently appear preverbally. I have italicized the gloss corresponding to such
phrases to mark their special discourse function.

' I thank Joan Bresnan, Michael Galant, Tracy Holloway King, and Michael Wescoat for useful
comments on this paper. Special thanks are due to Luisa Martinez, who supplied all the data for this paper.

The orthography for San Dionicio Ocotepec Zapotec is adapted from the practical orthographies
for other Zapotec languages spoken in the Valley of Oaxaca. In the SDZ orthography, <x> = /3/ before
a vowel and /[/ before a consonant, <xh> = /[/, <dx> = /dz/, <ch> = /{f/, <c> = /k/ before back vowels,
<qu> = /k/ before front vowels, <e>=/g/ and <ey> = /e/. Doubled vowels are long. SDZ is a language
with four contrastive phonation types: breathy <Vj>, creaky <V’V>, checked <V’>, and plain <V>. High
tone is marked with an acute accent, low with a grave. Nominal tones are affected by position within the
intonational phrase, and so nouns may show slightly varying tones from example to example. Please note
that the representation of /¢/ and /e/ in the practical orthography which is found in this paper differs from
that found in my previous publications on SDZ.

Ordinary affixes are separated from the stem by the hyphen; clitics are separated by =, and the
compound boundary is shown by +. Glosses use the following abbreviations: aff = affirmative, com =
completive aspect, def = definite future aspect, hab = habitual aspect, neg = negative, p = possessed, pot
= potential aspect, pred = predicative, 1s =1st person singular, 3 = 3™ person human (ordinary respect
level), 3i = 3" person inanimate.

* T follow Toivonen (2003) in indicating a 1§§n-projecting word with a circumflex over its part of
speech label.



3) Bé&’cw u-daw geet.
dog com-eat tortilla
‘The dog ate the tortilla.’

Adjectives follow nouns in NP, and the N+Adj combination forms a single, compound-like structure:

4) U-daw Juaany gét+rd’
com-eat Juan tortilla+big
‘Juan ate the big tortilla.’

While the attributive adjectives form a single word with the noun they modify, predicative adjectives are
independent words:

5) Ro’ géet.
big tortilla
‘The tortilla is big.’

In this paper, I will give an account of the syntactic and morphological relationship between predicative and
attributive adjectives that crucially relies on the notions of non-projecting word and lexical sharing.

2 Evidence for single-word status
2.1 Phonological evidence

In SDZ, attributive adjectives form a word with the preceding noun.’ This phonological union has
a number of consequences, all ultimately related to stress placement.

First, because stress regularly occurs on the final syllable of a word, the final adjective in such
sequences is stressed and the noun is unstressed. Second, the unstressed vowel of the N is now short.* (In
the following examples, the stressed syllable is underlined.)

6) U-daw Judany geét
com-eat Juan tortilla
‘Juan ate the tortilla.’

7) U-daw Judany gét+ro’
com-eat Juan tortilla+big
‘Juan ate the big tortilla.’

SDZ has four contrastive phonation types in stressed syllables — plain (V), breathy (Vj), checked
(V°), and creaky (V’V):

’ The earliest explicit claim that the noun and adjective form a single phonological word in some
varieties of Zapotec seems to be Pickett (1997), for Isthmus Zapotec.

* It is probably most accurate to say that vowels with plain phonation lengthen in stressed syllables;
because the vowel in gét is now in an unstressed syllable, it remains short. However, a number of words
borrowed from Spanish seem to have underlying 18ng vowels which do not vary in length according to
stress, €.g. s60p ‘soup’.



8) baal ‘bullet’ (plain)

bé&jld “fish’ (breathy)
bé’él ‘meat’ (creaky)
bé’ld ‘snake’ (checked)

Phonation type contrasts are reduced in unstressed contexts. Because adjectives cause stress-shift,
the addition of an adjective often causes a change in phonation type. In the following examples, breathy
vowels become plain when unstressed:’

9) bgjl ‘flame’
bel+ro’ ‘big flame’

10) bajd ‘dried maguey leaf’
bad+rd’ ‘big dried maguey leaf’

In the same context, creaky vowels become checked:*

11) du'a ‘rope’
dw’+ro’ ‘big rope’

12) be’él ‘meat’
be&’l+rd’ ‘big meat’

The stress-related shifts seen in these examples are like those seen in clear cases of compounding. Compare
the vowel shortening in the following example:

13) géet ‘tortilla’
xtiilly ‘Spanish’ (< Span. Castellano)
get+xtiily ‘bread’

There are also tonal effects which are related to stress. SDZ has a floating H tone which docks to
the first stressed vowel of a initial focussed phrase.” As a result of the stress shift in N+Adj sequences, we
see a third phonological change — the stressed Adj attracts the floating H tone and the unstressed N
receives default L tone.

Compare the following, in which the object has been fronted to the focus position. In (14) the
floating H tone docks to geéét ‘tortilla’, but in (15), it docks to the adjective 7o~ ‘big’ instead:

* Similar phonation type shifts are documented in Mitla Zapotec (Briggs 1961:9-10).

% Checked vowels show more complex behavior; some remain checked, and some become plain.
Clearly, more needs to be said about the phonology of such words, but I will not pursue that issue in this

paper.

"More accurately, the H docks to the first stressed vowel of the first intonational phrase within the
focussed material. In the examples under consideration here, the focussed phrase is relatively light and
shows only one possible phrasing. When the focussed phrase is heavier and more syntactically complex,
there is often more than one way to construct th¥intonational phrases. See Broadwell (2000) for
discussion.



14) H

[ocr GEEL] u-daw Juaany.
tortilla com-eat Juan
‘Juan ate the tortilla.’

15) H

[rop GEt+10’]  U-daw  Judany.
tortilla+big com-eat Juan
‘Juan ate the big tortilla.’

As a result of all these phonological changes, géér in (14) is long, stressed, and high-toned, but gét in (15)
is short, unstressed, and low-toned.

2.2 Clitic placement

The N+Adj structure also acts like a single word for the purposes of clitic placement. SDZ has
a set of 2" position clitics, which may occur after the first word or the first constituent of the phrase within
their domain. I will give examples using two of these clitics as tests. One such clitic is =cha’ ~ =dxa’
‘maybe’; another is the affirmative clitic =ca ~ = ac.® Such a clitic appears after the first word or
constituent of CP.

If the initial constituent is a topicalized or focused [N NP], then two positions for the clitic are
possible:

16) a.) [X-quéet]=cha’ Juaany u-daw  be’cw.
poss-tortilla=maybe Juan com-eat dog

b.) [X-quéet Judany]=dxa’ u-daw  beé’cw.
poss-tortilla Juan=maybe com-eat dog

‘Maybe the dog ate Juan's tortilla.’

17) a.) E¢, [x-quést]=ca Judany u-daw be’cw.
yes p-tortilla=aff Juan  com-eat dog

b.) E¢, [x-quéet Judany] =ca u-daw  bé’cw.
yes p-tortilla ~ Juan=aff com-eat dog

“Yes, the dog ate Juan's tortilla.’

This flexibility in clitic position is found with almost every type of noun phrase. However, an initial
[N+Adj] combination may never be split up by a clitic:

¥ These clitics show the following allomorphy: For the ‘maybe’clitic, =cha [tfa?] is found after
voiceless segments; =dxa’ [d3a?] after voiced se dnts. For the affirmative clitic, =ca is found after a
consonant and =dc after vowels.



18) a. [Get+ro’ [=dxa’ u-daw be’cw
tortilla+big=maybe com-eat dog
‘Maybe the dog ate the big tortilla.’

b)  *[Gét=chd’®  16’] U-daw be’ew

tortilla=maybe big com-eat dog

Furthermore, phrases like the following show us that the N+Adj combination may count as the first word
in a more complex NP:

19) [X-queht+rd’|=dxa’ Juaany u-daw be’cw

poss-tortilla+big=maybe Juan  com-eat dog
‘Maybe the dog ate Juan s big tortilla.’

Thus the evidence for the [N+Adj] combination as a single phonological word is strong. This implies that
there must be a productive lexical rule joining N+Adj together.

3 Lexical sharing

We need a lexical rule which combines a N and a Adj of the following type (using the conventions
of Wescoat 2002):

8)D< N, ¥« Adj = [ @ -¥] < N Adj

NP
/N\

™~ Adj

\\ /
get+ro’

Figure 1 A lexical sharing
configuration

This rule is interpreted as follows ‘If @ instantiates a N and ¥ instantiates Adj, then @ - ¥ is a word
which instantiates N Adj.” This points toward an analysis of Zapotec where attributive adjectives are non-
projecting words, adjoined to N, as in figure 1. The lexically shared instantiation is shown with arrows
from both N and Adj pointing to the word géz+ré’, indicating that it instantiates both these terminal nodes.

4 Why have two syntactic nodes?
4.1 Scope of adjectives

92
Although the adjective is part of the same phonological word as the preceding noun, it has scope



properties that suggest syntactic independence. Consider the following examples:

20) R-yulaz=a’ café cun téy+naaxh.
hab-like=1s coffee and tea+sweet
‘I like sweet [tea and coffee].”  (both are sweet)
‘I like [sweet tea] and [coffee].” (only tea is sweet)

21) U-daw=4a’ gamon cun dzitbéédy-+naxii.
com-ecat=1sg ham  and eggtsalty
‘I ate salty [eggs and ham].’ (both are salty)

‘I ate [salty eggs] and [ham].”  (only eggs are salty)

These sentences have two readings — one in which the adjective takes scope only over the immediately
preceding noun, and one in which it takes scope over both nouns. The wide scope reading suggests a c-
structure like that shown in Figure 2:

/5\
T= (TOBJ)=-
v NP
U-daw=a'

vE-“ CDI"I] vE-‘\
géFﬁﬁm ggg N
ham
dzitbéedy+naxii
ego+salty

Figure 2 Lexical sharing and coordination

If N+Adj compounds were purely lexical, we would not expect such scopal properties. Compare English
sentences like the following, where black is unambiguous in scope when in a compound (a), but ambiguous
as an attributive adjective (b):

22) a.) I saw blackbirds and squirrels.
b.) I saw black birds and squirrels.

Thus SDZ N+Adj combinations show behavior like independent attributive adjectives in English, and not
like the adjective portion of an English compound.

4.2  Adjectives with complements

A second argument for the c-structure representation of the adjectives is found in the behavior of
adjectives with complements. Though the combination of N+Adj into a single word is obligatory with a
single-word adjective, the facts change if the Adj heads a phrase.

One case in which Adj heads AdjP is in th&3omparative:



23) Ngiw goorrd=ru queéy naa’ b-éény gaan.
man fat=more than me com-do win
‘The man fatter than me won.’

24) R-yulaaz=a’ s66p naxii=ru quey be’l.
hab-like-1s soup salty=more than meat
‘I like the soup that is saltier than the meat.’

In these cases, the N and Adj no longer form a single word, as shown by both the phonological
evidence and the clitic placement tests.

Looking first at the phonological evidence, we see that in the following example, béjl ‘flame’ has
breathy phonation in isolation. This reduces to plain phonation when followed by a non-projecting Adj:

25) bejl “flame’
bel+rd’ ‘big flame’

However, if the Adj is necessarily projecting, then the phonation change does not occur:

26) toyby bgjl ré’=ru quey  stoyby=ni
a fire big=more than  other=3i
‘a fire bigger than the other one’

This shows that the N and Adj do not form the ordinary compound in this case.

Similarly, clitic placement tests also show that the N and the following Adj are now different words,
and that a clitic may be placed between them:

27) Eéy, ngiw=ca goérrd=ri quéy naa’ b-&éyny gaan.
yes man=aff fat=more than me  com-do win
‘Yes, the man fatter than me won.’

28) Eey, so6p=ca  naxii=ru quey be’l r-yulaaz=a’
yes soup=aff salty=more than meat hab-like-1sg

“Yes, I like the soup that is saltier than the meat.’

We can contrast these sentences with those where the adjective has no complement. In such cases, the
N+Adj combination is still a single word, which cannot be penetrated by a clitic:

29) a. Eéy, ngiw goérrd=ca b-ééyny gaan.
yes man fat com-do win
‘Yes, the fat man won.’
b. *Edy, ngiw=ca goorrd b-ééyny gaan.

yes man=aff fat com-do win

So the correct tree for the N followed by a non-projecting attributive adjective is as in Figure 3:
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(TSUBJ }=-
(TDF )=
NP

/ Y
|
. /f\ A
(TOBJ)=-

=. ~e(JADJ) -t (
" Ad] Vv NP
% gsen
ngiw+goorrd win
man+fat

Figure 3 Lexical sharing with a non-projecting
adjective

However, when the adjective has a complement, the tree is instead as in Figure 4:

P

(TSUBJ =

(TDF)=-
NP T=.
. VP
~&( 1 ADJ)
AdjP /\
. =, (TOBJ=.
- (TOBL)=- v NP

N .. PP béeyny gaan
ngiw A_d‘; AT did win

man = (TOBJ)=-

goorrd=ru

fat=more Fi NP
quey naa'
than me

Figure 4 No lexical sharing with a projecting adjective.

These facts show us that the lexical rule combining noun and adjective only applies to non-projecting
adjectives. Thus a coherent lexical-sharing analysis needs to make use of the non-projecting word

hypothesis.

One additional consideration. Since lexical sharing is obligatory for a non-projecting adjective, we
need to rule out a tree like the following, where the Adj projects a AdjP, rather than appearing as a non-

projecting word, as in Figure 5:
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(TSUBJ =
(TDF)=- .
NP =
. VP
(T ADJ)
AdjP
,\_ =, (TOBJ)=.
N Y NP
2l beeyny gaan
rr"lﬂ a E; ur:r Ad] did win
goorrd
fat

Figure 5 Violation of Economy of Expression

Following Toivonen (2003), I will assume that a tree of this sort is suboptimal relative to the tree with a

non-projecting Adj, due to Economy of Expression (Bresnan 2001), since it contains an additional phrasal
node (AdjP).

5 Predicative and and attributive adjectives
5.1 Morphological background’

In the examples (4) and (5) above (repeated below), the adjective 70’ serves as both a predicative
and attributive adjective with no change.

30)  U-daw Juaany gét+rd’
com-eat Juan tortilla+big
‘Juan ate the big tortilla.’

31) RO’ geet.
big tortilla
‘The tortilla is big.’

Adjectives of this type, which are identical in their predictive and attributive forms, I will label Group A
(Invariable) adjectives. Some other examples of native Zapotec adjectives from Group A:

? The account given here of morphologically defined subgroups of predicative and attributive
adjectives is influenced by the treatments of similar phenomena in two related Zapotec languages —
Mitla Zapotec (Briggs 1961:67-70; Stubblefield and gtubbleﬁeld 1991:208-210) and San Lucas Quiavini
Zapotec (Munro 2002; Munro and Lopez 1999; Lee 1999; Galant 1998).



32) ldaa’
mew
de
chiiny
1dii
caujxh
najxh
bi’ch
nna’a
goop
méexh
giiby
leét

‘loose, slack’
‘dirty’
‘narrow’
‘skinny’
‘straight; upright’
‘squint-eyed’
‘sweet’
‘small’
‘heavy’
‘mute’
‘blond’
‘stingy’
‘empty’

It appears that all adjectives borrowed from Spanish also go into Group A:

32) maal ‘bad’ (<Span. malo)
cochiin ‘filthy, disgusting’ (<Span. cochino)
liiest ‘ready, intelligent’ (<Span. /isto)
trabaagw ‘difficult’ (<Span trabajoso)
plooj ‘lazy’ (<Span. flojo)
sugjl ‘blue’ (<Span. azul)

Group A (Invariable) appears to be the open, productive class of adjectives in SDZ.

However, many adjectives show different forms in their predicative and attributive uses. Adjectives
which show a morphological change between their predicative and attributive uses, I will label Group B
(Variable) adjectives. The most frequent change is the addition of na-:

33) .

Na-dxé’ch=du’uxh ngiw=ga
pred-irritable=very man=that
“That man is very irritable.’

Ngiw+dxé’ch=du’uxh Juaany.
man-irritable=very Juan
‘Juan is a very irritable man.’

Here are some examples of adjectives from Group B:

34) Attributive Predicative Gloss
dxe’ch na-dxeé’ch ‘quick-tempered; irritable’
yaan na-yaan ‘spicy’
biiez na-biiez ‘dry’

A few adjectives appear to contain a ‘frozen’ n- or na- prefix, which appears in both predicative
and attributive forms in SDZ. They are thus synchronically Group A (invariable) adjectives in SDZ.
Adjectives in this group include ngaas ‘black’ and ngajts ‘yellow’.
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35) a.) Ngaas be’cw.
black dog
‘The dog is black.’

b.) bé’cw+ngaas
dogtblack
‘black dog’

c.) *be’cw+gaas

Comparison with nearby Zapotec languages (Mitla Zapotec, SLQZ) shows that many of these
adjectives are Group B (Variable) in those languages. Thus the diachronic change is that some adjectives
in SDZ have moved from the lexically restricted Group B (Variable) into the open class Group A
(Invariable).

There are also a few adjectives that seem to still be in the process of changing from Group B to
Group A. For these adjectives, the predicate must have the na- prefix, but this prefix is optional in the
attributive:

36) Predicative Attributive Gloss
naldaj 1daj ~ naldaj ‘bitter’
37) a. Na-1daj sérbéjs.

pred-bitter beer
‘The beer is bitter.’

b. *Ldaj sérbéjs.
bitter beer
38) ity r-yuladz=ti=a’ sérbéjs+(na-)ldaj.

not hab-like=neg=1s  beer+(pred-)bitter
‘I don’t like bitter beer.’

The reverse pattern is also found for a few adjectives:

39) Predicative Attributive Gloss
X0’ny ~ naxa’ny xu’'ny ‘wrinkled’
40) a. (Na-)xt’ny X-cutoony=4a’.
(pred-)wrinkled p-shirt=1s
‘My shirt is wrinkled.’
b. R-ap=4’ x-cutoony+(*na-)xi’ny
hab-have=1s  p-shirt+(pred-)wrinkled
‘I have a wrinkled shirt
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5.2 The syntax of predicative adjectives

The examples given below show Group A (Invariable) and Group B (Variable) predicative
adjectives acting as the sole predicate of a sentence:

41) Na-1d4j sérbgjs.
pred-bitter beer
‘The beer is bitter.’

42) Péncw yaag.
bent tree
‘The tree is bent.’

Adjectival predicates show a different syntax than most verbal predicates. I argued in Broadwell (2002,
2005) that the clausal syntax of San Dionicio Ocotepec Zapotec has two X° positions for verbal predicates,
and this will be important for understanding the syntax of predicate adjectives. Let me briefly review that
argument before returning to adjectives.

5.2.1 The definite future

SDZ, like other Valley Zapotec languages, has two different aspects which are translated into the
future in English/Spanish. The definite future is marked with s- or z-; the potential has a number of
allomorphs, the most common of which is g-:

43) S-aw  baad beld yu'u.
def-eat duck snake earth
‘The duck is going to eat a worm.’

44) G-aw baad beld yu'u.
pot-eat duck snake earth
“The duck is going to eat a worm.’

The difference between these two is subtle and Lee (1999) has done the most careful investigation of the
semantics. The names of the definite future reflects its use with future events that are more certain and also
perhaps closer in time. The potential is appropriate with a wider range of future events and shows less of
a speaker commitment to the certainty or proximity of the event.

Despite the close semantics, verbs in the potential and future aspects show strikingly different
syntactic properties, and most of these properties follow from the assumption that a verb in the definite
instantiates both the Infl and V positions, while a verb in the potential remains in the ordinary V position."
Evidence for this is discussed in the following sections.

5.2.2 Lack of internal topic/focus in the definite future

SDZ has a preverbal position for elements which bear a discourse function such as TOPIC or FOCUS."

' My analysis here is slightly altered from that in Broadwell (2005), where I did not employ lexical
sharing. My analysis is also clearly influenced by Lee (1999), in which SLQZ verbs in the definite future
move into [Spec, FocP].

"' In Broadwell (2002), I call this the interng?prominence (i-prom) position, to distinguish it from
a CP-adjoined position for external topics (e-topic). In that paper, I also give more detailed argumentation



This preverbal position is not possible when the verb is in the definite future aspect (s-/z-). In contrast, this
position is possible when the verb is in the potential aspect.

45) S-aw  baad beld yu'u.
def-eat duck snake earth
‘The duck is going to eat a worm.’

*Baad s-aw beld yu'u. *TOP/FOC definite future
duck def-eat snake earth

46) G-aw baad beld yu'u.
pot-eat duck snake earth
‘The duck is going to eat a worm.’

vBaad g-aw  beld yu’u. v TOP/FOC potential
duck pot-eat snake earth
‘The duck is going to eat a worm.’

5.2.3 Manner adverbs and the definite future

Manner adverbs (Advy,....) must not precede a verb in the definite future, though these adverbs may
precede a verb in other aspects.

47) a.)Didp gU0’ld Marii v Advy,,,... Potential
strongly pot-sing Maria
‘Maria will sing strongly/loudly.’

b.) *Didgp s-u’ld Marii *AdVy e Definite Future
strongly def-sing Maria

c.) S-u’ld Marii diap.
def-sing Maria strongly

d.) G-0’ld Marii diap.
def-sing Maria strongly

Pursuing this latter approach, the examples above will have the following (simplified)
representations:'?

for the multiple discourse roles of elements that occupy the i-prom position.

"2 For expository purposes, the trees shown in this figure show potential positions for focused and
adverbial positions in parentheses. The excluded pE)QRions in the definite future are shown with strike-out
to emphasize their unavailability.



(Infl)  (NP) Infl  —HP—
S (A d\"rMa nner} 5 (A d\"rMan nm}
t:"‘E"':|1"'rr.1ii|nnn=:};l /\ %d*[m_ /\
v NP NP v NP MNP
G-aw  baad  béld yid / bdad  béld yu'd
will eat duck Warm g3 » duck Warm
dW
will eat
‘The duck will eat worms ' ‘The duck will eat worms '
(potential aspect) (definite future aspect)

Figure 6 The syntax of potential and definite future aspects compared

These trees show that when the verb is in the definite future aspect, it instantiates both the V and
Infl positions. It thus precludes words in the Adv,,, ... (manner adverb) position and the [ Spec, IP] (internal
TOP/FOC) position. This is an example of what Wescoat (2002:24-30) calls intermediate constituent
suppression, whereby normally available phrase-structure positions become unavailable in cases of lexical
sharing.

5.2.4 Predicate adjectives and phrase structure

Predicate adjectives show a syntax very similar to that of verbs in the definite future aspect. In
particular, the internal TOP/FOC position is unavailable:'"

48) a.) Ngaas giich+icy=a’
black hairt+head=1s
‘My hair is black.’

b.) *Giich+iicy=a’ ngaas.

hair+head=1s black.

We can capture the similarity between verbs in the definite future and predicate adjectives by
writing a lexical rules of the following sort:

49) D/ [POS V] =  /s-®/ <«  [POS V+Inf]]
[VCLASS 1] [ASP DEF-FUT]

'* My language consultant rejects manner adverbs with adjectival predicates, regardless of their
position. This is presumably because of semantic ﬂl%]ompatibly. For this reason, it is not possible to test
the availability of the initial Manner Adverb position.



= /z-®/ [POS V+Infl]

[ASP DEF-FUT]

50) D/« [POS V]

[VCLASS 2]

These rules say that for a verb instantiated as /®/, there is also a form /z-®/ or /s-®/ which realizes the
definite future aspect and that such a form instantiates both the V and Infl nodes. (The difference between
the two morphological classes is shown by a VCLASS feature.)

For predicate adjectives, we want similar rules, along the following lines:

51) /®/ <«  [POS Adj] = /na-®/ < [POS V+Infl]
[ADJCLASS B]

52)  /®/ <«  [POS Adj] = /®/ < [POS V+Infl]
[ADJCLASS A]

These two rules take an Adj and change its part of speech category to the portmanteau V+Infl category.
The first rule prefixes /na-/ to adjectives of Class B and the second is a phonologically null derivation for
adjectives of Class A.

5.2.5 Lexical entries for irregular adjectives

The adjectives which fall outside the main patterns will be listed in the lexicon. Some, like
‘wrinkled’ (predicative xu ny ~ naxu ny; attributive xu 'ny) can be listed as variable as to ADJCLASS.
Others like ‘bitter’ (predicative naldaj; attributive ldaj ~ naldaj) seem to have alternate underlying forms.
Lexical entries for these adjectives would be along the following lines:

53)  xt'ny <  [POS ADJ], [ADJCLASS A[B], [PRED ‘wrinkled <SUBJ>’]
naldij <«  [POS ADJ], [ADJCLASS A], [PRED ‘bitter <SUBJ>’]
or d4j <«  [POS ADJ], [ADJCLASS B], [PRED ‘bitter <SUBJ>’]

5.2.6 Inflection of predicate adjectives and the use of copulas

I have called the part of speech category for the derived predicate adjectives V+Infl because that
is the position that they seem to occupy in the syntax. Still it is not the case that predicate adjectives are
identical to verbs in terms of their inflectional possibilities.

Ordinary verbs generally show inflection for six aspects. Five of these are shown below with their
most frequent allomorphs:'*

54) completive (g)u-/bi-
continuative  ca(y)-
potential i-/gl-
habitual r-/11-
definite future s-/z-

'* There is also a prefix known as negative a]sB%ct, which shows up after certain negative predicates
and adverbs. In the interests of space, I omit discussion of it here.



The completive, continuative, habitual, and potential aspect markers are shown for the following fairly
regular verb -u'ld 'to sing":

55) bi-'ld=bi 'S/he sang.'
com-sing=3
cay-u'ld=bi 'S/he is singing.'
con-sing=3
r-u'ld=bi 'S/he sings.'
hab-sing=3
gu-'ld=bi 'S/he will sing.'
pot-sing=3
s-0'ld=bi 'S/he will sing.'
def-sing=3

Predicate adjectives do not show this range of inflection. In SDZ, group B adjectives show the na-
prefix in what is called neutral aspect. For adjectives, this is the most normal translation of present tense
sentences in English or Spanish."

If the clause is to be interpreted in some other aspect, such as completive or potential, then an overt
copula is necessary, and the adjective is adjoined to it as a non-projecting word:

56) Guuctsalaad x-comiid=a’.
com:betsalty p-food=1s
‘My food was salty.’

57) Gaac+salaad x-cOmiid=a’
pot:betsalty p-food=1s
‘My food will be salty.’

58) Cayaac+salaad x-comiid=a’
con:betsalty p-food=1s
‘My food is becoming salty.’

The pattern of non-verbal predicates which require an overt copula in non-present contexts is fairly common
crosslinguistically.

We can capture this restriction by including an aspect specification in the lexical rule that creates
the predicative adjectives:

'S An aspect labelled ‘neutral’ also appears with verbs, but is restricted to a few semantic
categories — primarily verbs of position and speech.1 e Munro (2002) for a discussion of the relationship
between the adjectival and verbal morphological categories.



59 /®/ <« [POS Adj] = /na-®/ < [POS V+Infl]

[ADJCLASS B] [ASP NEUTRAL]
60) /®/ <« [POS Adj] = /®/ < [POS V+Infl]
[ADJCLASS A] [ASP NEUTRAL]

Because the predicative adjectives that result from this rule already have an aspectual value, they are not
eligible to undergo additional aspect morphology. So changing their part of speech to V+Infl does not imply
that they are eligible for the full range of verbal morphology.

The combination of copula and non-projecting adjective counts as a single word by the clitic
placement tests:

61) a. Guuctsalaad=ca X-comiid=a’.
com:betsalty=aff p-food=1s
“Yes, my food was salty.’

b. *Guuc=ca salaad x-comiid=a’.

com:be=aff salty p-food=1s
“Yes, my food was salty.’

However, these combinations of copula and adjective do not preclude a preceding topic:

62) a. Guuct+ngaas  glichHicy=a’.
com:bet+black hair+head=1s
‘My hair was black.’
b. GiichHicy=a’ guuct+ngaas.

hairthead=1s  com:be+black
Contrast this last example with the same pair in neutral/unmarked aspect (repeated from above):
63) a.) Ngaas giich+iicy=a’
black hairt+head=1s
‘My hair is black.’

b.) *Giich+icy=a’ ngaas.
hair+head=1s black.

We thus need additional lexical rules which produce the combination of copula and adjective. However,
these rules need to yield a V, rather than a V+Infl:'®

' T have let these morphological rules directly spell out the phonological realizations of the
different aspectual forms of the Copula+Adj comb Mion. A more elegant morphological rule could use
a rule of referral to point to the forms of the copula already present in the lexicon.



64y /®/ <« [POS Adj] = /gitic-®/ < [POS V]
[ASP COM]

/®/ <  [POS Adj] = /gadc-d/ < [POS V]
[ASP POT]

Note the interesting contrast between these rules which yield a.) a Copula+Adj with the part of
speech V and b.) the rules that make adjectives predicative, which yields a word of the V+Infl type. The
latter type will entail lexical sharing and intermediate constituent suppression, while the former will not.

Unlike the N+Adj combination, there is no good evidence that the Copula+Adj combination needs
to be represented at c-structure. Because only the copula combines via this rule, it is not possible to
construct examples that show a scope ambiguity comparable to that seen with nouns and adjectives.

However, it is possible to have sentences where the adjectival portion of the Copula+Adj compound
has a complement:

65) Guuc+rd’=ra gedt quey gétgu’.
com:cop+big=more tortilla than tamale
“The tortilla was bigger than the tamale.’

However, it is impossible to have an order in which the adjective forms a constituent with its complement:

66) *Guuctrd’=ra quey getgn’  geet.
com:cop+big=more than tamale tortilla
‘The tortilla was bigger than the tamale.’

67) *Guuc geet ro’=ru quey getgu’.
com:cop tortilla big=more than tamale
“The tortilla was bigger than the tamale.’

Thus the Copula+Adj combination is unlike the N+Adj combination; the Copula+Adj is always a single
word, while N and Adj are not.

Thus we see evidence of lexical sharing with the attributive adjectives and with predicative
adjectives in neutral aspect as well. Predicate adjectives compounded with a copula, however, act like
simple verbs in syntax, and show no evidence of lexical sharing.

This is a complex set of facts, but a carefully articulated inventory of lexical rules, lexical sharing,
and non-projecting words allows a satisfying explanation of the syntax of Zapotec adjectives

6 Conclusion

Zapotec attributive adjectives are persuasive examples of non-projecting words which form a single
phonological word with the words to which they adjoin. An LFG analysis of such constructions in terms
of non-projecting words and lexical sharing successfully captures the fact that the Zapotec construction acts
as two words syntactially, but a single word in phonology. This analysis relies on the distinction between
projecting and non-projecting words introduced by Sadler and Arnold (1994), Sadler (2000) and Toivonen
(2001, 2003). It also lends support to the lexical sharing hypothesis of Wescoat (2002) in which a single
phonological word may instantiate more than one than one syntactic terminal.'’
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Abstract

The inclusion of South Asian languages in multilingual gnaan devel-
opment projects that were initially based on European laggs has resulted
in a number of interesting extensions to those projects &wt King (2002)
report on the inclusion of Urdu in the Parallel Grammar Reb{@arGram;
Butt et al. (1999, 2002)) with respect to case and compledipages. In this
paper, we focus on a possible integratiorcofrelativesinto the computa-
tional analysis. Hindi/Urdu correlative clauses have nesgvarious analy-
ses in the past that treat them as distinct from other siegedrelativization.
We follow Bhatt (1997), who argues that the syntax and seicgaf single-
headed correlative clauses strongly resemble those ofdtative clauses in
European languages, but we analyze these as specifiers gfratbé? than
as adjuncts.

1 Introduction

This paper aims at introducing the discussion of so-catiedelative construc-
tions, a special strategy of relativization commonly founda number of Indo-
European, especially Indo-Aryan, languages, into LFGyaeal. In particular, we
look at correlatives from within the context of creating &tecoverage grammars
as part of the Parallel Grammar project (ParGram; Butt €989, 2002). Among
the aims of the ParGram project is to test the LFG formalisnit$ainiversality and
coverage limitations and to see how far crosslinguistialglsm at f-structure can
be maintained. Where possible, the analyses produced lgyahemars for similar
sentences in each language are parallel. The standandizaftithe analyses has
the computational advantage that the grammars can be usediiar applications
and it can simplify cross-language applications such ashmadranslation. Par-
allelism, however, is not maintained at the cost of misrepnéing the language.
Given this context, the phenomenon of correlatives is paldily interesting as it
is a puzzling construction from the perspective of most Raam languages.

The pattern in correlatives is that a demonstrative pronethich also func-
tions as determiner in Urdu/Hindiin this casevo, always occurs in correlation
with a relative pronounjp. In fact, the language employs a series of such pronouns:
e.g.,jislus‘which/that’ (oblique) jahd/vala ‘where/there’ (distal)jidor/idor ‘where/-
there’ (proximal).

We base our analysis in large part on Srivastav (1991), whoearconvinc-
ingly that correlative constructions in Hindi fall into twadasses: one in which the
relativejo clause appears to the right of thehead noun ((1a,b)) and one in which
the jo clause precedes th@ noun ((1c)). Srivastav, whose analysis is primarily
semantic, identifies the former as straightforward redatihauses, the latter as true
correlatives.

1Urdu and Hindi are structurally essentially identical. Fwe sake of brevity, we only refer to
Urdu, but all observations in this paper apply to Hindi aslwel
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1) a. o larki [jo  Kar-i he]
that girl.F.Sg.Nom which stand-Perf.F.Sg be.Pres.3.Sg

has rah-i he]
laugh stay-Perf.F.Sg be.Pres.3.Sg
‘Who is standing, that girl is laughing.’ (Srivastav 199426

b. [vo larki has rah-i he
that girl.F.Sg.Nom laugh stay-Perf.F.Sg be.Pres.3.Sg

[jo  Kk'ar-i he]]
which stand-Perf.F.Sg be.Pres.3.Sg
‘That girl is laughing, who is standing.’ (Srivastav 199426

c. jo Kkhar-i he]
which stand-Perf.F.Sg be.Pres.3.Sg

[vo larki has rah-i he]
that girl.F.Sg.Nom laugh stay-Perf.F.Sg be.Pres.3.Sg
‘Who is standing, that girl is laughing.’ (Srivastav 199429

With respect to true correlatives as in (1¢), no standard BR&8ysis exists to
date. Here, we depart from Srivastav’s analysis and indtgllmv Bhatt (1997),
who argues that Hindi correlatives must be understood agdbe/alent of free
relative clauses in European languages. Unlike Bhatt, hexveve do not treat the
correlative as an adjunct, but as a specifier of DP. The nelexadence comes from
the interaction with quantifiers and demonstratives, @lgation and the behavior
of multi-head correlatives. Our analysis therefore buildexisting argumentation
from a primarily semantic perspective (Srivastav 1991) fmoih within Minimal-
ism (Bhatt 1997), but ultimately differs in the syntactiedgtment of correlatives.

2 Standard Analyses of Relative Clauses

Linguistic typology (e.g., Lehmann 1984) generally digtirshes three classes of
relative clauses: free and bound relative clauses, witHattter divided into re-
strictive and non-restrictive relative clauses. Boundtieé clauses appear either
adjacent to the phrase that they modify or extraposed atriiieo&the sentence.
Within the ParGram project, bound relative clauses areyaadlas NP-modifying
adjuncts of the c-structure catega@yPrel (Butt et al. 1999): The lexical require-
ments of the embedded finite verb must be fulfilled, meaniag dhguments cor-
responding to the verb’s subcategorization frame must ®aged. A sample Par-
Gram f-structure analysis of an English simple (non-exisaol) bound relative is
shown in (2).

The relative pronoun, which must be an argument of the velalause’s pred-
icate or the argument of a prepositional adjunct modifyihg telative clause’s
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predicate, is encoded as thedAic-REL of the relative clause if it appears in
preposed (topicalized) position, such as in English, GarpraFrench relatives.
The functional structure projected by the relative clagsericoded as an adjunct
(with ‘A DJUNCT-TYPE relative’) of the relative heal. Extraposed bound relative
clauses are adjoined at f-structure to a single NP via fanatiuncertainty.

"The girl who is standing is tall.”
[PRED 'be<[200:tal}{22:girl]
[PRED  'girl
RED 'standk[62:who}'
RED ‘whd
SUBJ NTYPENSYNpronoun]
62|CASEnom HUMAN+, NUMsg, PERS3, PRON-TYPEel TOPIC-TYPEelative-clause
IADJUNC PRON-REL  [62:who]
[TOPIC-REL  [62:who]
ICHECK [_SUBCAT-FRAME-SUBJ
ISUBJ [TNS-ASP OODindicativePERF- ,PROG+ _, TENSEpres ]

M
9|ADJUNCT-TYPEelative CLAUSE-TYPHlec| PASSIVE- VTYPEmain
ICHECK [ LEX-SOURCIEountnoun-lex ]

SEMCOMMO®buUNt
NTYPE NSYNMé:ommon ]]

SPEC [DET BEFvpedd JR
22|CASEnom HUMAN+, NUMsg, PERS3
BRED  talkl22.gir
XCOMP-PRED SuBy [22:gil]

ICHECK LLEX SOURCIHnorphology ]

200 |ATYPEpredicativeDEGREEpositive

CHECK [_SUBCAT-FRAME-SUBJexpl-XCOMPPRED

MOODindicativePERF- ,PROG- _, TENSEpres ]
173 CLAUSE TYPHlec| PASSIVE-, VTYPEcopular

Non-restrictive relative clauses, such as (3) receiventisdly the same struc-
tural analysis as restrictives, but are marked with an eidit feature ‘RESTR —’
in order to flag them for a different semantic interpretation

(3) Mary, who is standing there, is tall.

Since non-restrictive relative clauses, like appositiyesform a different illocu-
tionary act than the proposition signified by the matrix siuthey do not have any
truth-conditional value regarding the interpretation lufit relative head, whereas
restrictive relative clauses and their heads form a semanti via set intersection.
Note that it is not always trivial to classify a relative ci&uas restrictive or not. In
English, non-restrictive relative clauses are often mautig distinct punctuation,
changes in intonation or special lexical items (ergeidentallyor by the way.
Within ParGram, free relatives are analyzed quite diffdyefinom bound rela-
tive clauses. In English, free relatives have the distidoubf an NP and are thus
treated as such, whereas in German they cannot, like othir ¢dlauses, appear
clause internally and are thus treated as a special caté€gfeineerel The rela-
tive pronoun in both languages takes the double functiorelaftive clause head
(i.e. the relative clause predicate is attached at f-siracis an AJUNCT) as well
as that of an argument of the matrix clause predicate. Thatemde of an empty
argument of the matrix verb is deduced at f-structure frofarination provided
either by the c-structure construction, as in German, ohbyléxical entry of the

2The term ‘relative head’ refers to the noun phrase that isifienddby the relative clause. We
separate externally-headed clauses from internallydwakhuses. Both external and internal heads
are denoted as ‘relative heads’ in our paper.
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free relative pronoun, such as Englishoever(Butt et al. 1999:96%. This allows
the relative pronoun to take the grammatical function ofrttissing matrix argu-
ment and project the featureRBN-TYPE free’ to its f-structure. (4) provides an
example, again for English.

(4)

"Whoever is driving the tractor is laughing."

PRED ‘'laugh<[24:whoeveH'
[PRED  ‘whoever
PRED 'drive<[39-SUBJ:null_prdll33:tractod

RED'null_pro
SUBJ [EASEnom—RJUMsg, PERS3, PRON-TYPHel
RED 'tractor
CHECK_LEX-SOURCEountnoun-lex ]
NSEMCOMMO®buUn |
OBJ NTYF’E{NSYNcommon }
ADJUNCT RED  ‘the
SUBJ SPEC E’ETEET—TYPEdef ﬂ
133|CASEob| NUMsg, PERS3

PRON-REL [39-SUBJ:null_pro
TOPIC-REL [39-SUBJ:null_pro

CHECK [ SUBCAT-FRAM¥-SUBJ-OBJ
TNS-ASP  MOODindicativePERF- _,PROG+ _, TENSEpres ]
B9|CLAUSE-TYPHlec| PASSIVE-, VTYPEmain
NTYPE [NSYNpronoun]
24|CASEnom HUMAN+, NUMsg, PERS3, PRON-TYPHree
CHECK [ SUBCAT-FRAME-SUBJ
TNS-ASPMOODindicativePERF- _,PROG+ _, TENSEpres ]
174 |CLAUSE-TYPHlec| PASSIVE-, VTYPEmain

Note that free relatives in English as well as German are stoadly ambigu-
ous between singular definite and generic readings. Theidtate encoding of
the free relative does not handle this semantic ambiguihoagh the f-structure
provides all necessary information for further semantimcpssing: for example,
tense/aspect information that disambiguates the referecgeneric reading is
unavailable if the verb does not license it, which would be ¢hse with progres-
sive aspect, as for example in (5), in which tegerdoes not lead to a free choice
generic reading, but simply implies the uncertainty orl@vance of the subject’s
identity. It is assumed that such constraints are handlédma separate semantic
projection. A semantic consideration, however, that d@e® syntactic import is
that free relatives do not allow stacking of further resinig or appositive relative
clauses, as shown in (6).

(5) Whoever is driving the tractor is laughing.
(6) *Whoever drives the tractor, who is happy, is laughing.

Furthermore, no non-restrictive interpretation of theefrelative clause itself is
possible. These restrictions are significant within thetexnof our paper as they
apply to Urdu correlative clauses as well (section 4.1).

3Note that not only-everpronouns can function as free relative pronouns in Englihs also
an example for a typical free relative.

i. | eatwhatyou eat.
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3 Relativization in Urdu

Urdu, the national language of Pakistan and an official lagguof India, is an
Indo-Aryan language spoken by around 60-80 million natpeagers today. It is
an SOV-language with relatively free word order, a splijegive case system and
correlative clauses. Since its grammar is largely idehtacthat of Hindi and large
portions of vocabulary are shared, Hindi-Urdu is commoslyarded by linguists
as a single language, in contrast to their constitutiorslst

Urdu, like Sanskrit, preserves the old Indo-European riistin between rel-
ative (Urdu j-class), interrogative (k-class), proximantbnstrative (y-class) and
distal demonstrative (v-class) pronouns. It furthermeteains a remnant of the cor-
relative clausal structure that, in Sanskrit, was used poess all kinds of clausal
relations, such as relatives, conditionals or sententimlpiementation in a parat-
actic manner. Although it has seen some modification andaappe a more con-
strained distribution than the Sanskrit correlative (faxoanparison, see Davison
2006), the Urdu correlative nevertheless retains someegiiibperties that separate
it from the English-type postposed relative clauses, whisb exist in Urdu.

Modern Urdu left-adjoined relatives as in (1c), repeate@7in are generally
called correlative clauses after their Sanskrit ancestndsare found in a number
of Indo-Aryan languages, such as Bengali, Sindhi, Punjdbiathi, Gujarati and
Urdu, but also in Hittite, Latin, Ancient Greek, Medieval $&ien, and Old English
as well as modern Hungarian, Bulgarian and Serbo-Croafhat{ 2003).

(7) [jo Kk'ar-i he]
which stand-Perf.F.Sg be.Pres.3.Sg
[vo larki has rah-i he]
that girl.F.Sg.Nom laugh stay-Perf.F.Sg be.Pres.3.Sg
‘Who is standing, that girl is laughing.’ (Srivastav 199426

As already mentioned in the introduction, whereas the Unaibexlded and
right-adjoined relatives manifest typical properties estrictive relative clauses
and are covered by the same analyses proposed for theseirgtsuin the other
ParGram languages, previous analyses provide evidentdettradjoined rela-
tives form a distinct class, rather than being an instanckefoextraposition of
an NP modifier. In the generative literature, there has beachndiscussion of
whether so-called preposed, embedded and postposedeaaktises derive from
the same underlying structure (e.g., Subbarao 1984) oraame enerated in their
respective positions (McCawley 2004). We follow Srivagtg®91) in considering
embedded and postposed relative clauses ofdke pattern as being structurally
and functionally identical, whereas tf@vo correlative pattern in (7) is analyzed
as a different construction, based on the following evigerig felicity of internal
heads; 2) requirement of an overt demonstrative/quantiBecompatibility with
the inclusive focus particl"i; 4) strictly non-restrictive interpretation; 5) impos-
sibility of relative clause stacking; 6) multiple relatation.
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We go through some of the relevant data in the next secticchthan, in section
4 proceed to analyze correlatives as in (7) on a par with feé&ives (following
Bhatt 2003) that appear to be situated PFESBDP (contra Bhatt 2003).

3.1 Structural Differences — Headedness

Embedded and extraposed restrictive relative clausesfynadi external head,
which means that the head NP is not allowed to appear in thguelclause itself.
This is demonstrated in (8) and (9), where the relevant NBE(sgare underlined.
In contrast, correlative clauses may realize the full heRBdr\either clause, neither
clause, or both clauses. This is shown in (10).

Normal Relative Clause

(8) a.vo larki [jo  Kkhar-i he]

that girl.F.Sg.Nom which stand-Perf.F.Sg be.Pres.3.Sg
lambi  he
tall.F.Sg be.Pres.3.Sg

b. *vo [jo larki Khar-i he]
that which girl.F.Sg.Nom stand-Perf.F.Sg be.Pres.3.Sg
lambi  he
tall.F.Sg be.Pres.3.Sg

c. *vo larki [jo larki khar-i he]
that girl.F.Sg.Nom which girl. F.Sg.Nom stand-Perf.F.&g*ves.3.Sg
lambi  he

tall.F.Sg be.Pres.3.Sg
‘The girl who is standing is tall.’

Extraposed Relative Clause

(9) a.vo larki lambi  he [jo  khar-i he]
that girl.F.Sg.Nom tall.F.Sg be.Pres.3.Sg which starmfiiP€g be.Pres.3.Sg

“Most of the data discussed in this paper is based on the mediscussions of Hindi correlative
structures found in Srivastav (1991), Dayal (1996) and B(2803). Additionally, we have checked
the data with three Pakistani doctoral students at Konstdhazative speakers of Urdu.

SMahajan (2000:9) does not agree with Srivastav's judgmaetit Kespect to the relative clause
in (8¢c) and considers it grammatical, a view shared by ouwrmfnts. However, this does not
make Srivastav’s generalization, nor our argumentation,hievalid. Srivastav’s analysis deals with
restrictive relative clauses, but the sentence-init@ln (8c) has a clear deictic interpretation: Its
reference is fixed and further intersective import (e.g.réstrictive relative clauses) is not admissi-
ble. Thus the relative clause in this case must have noriatast meaning if the sentence is to be

grammatical. The fact that non-restrictive relative cksisan be internally headed is confirmed by
McCawley (2004).
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b. *vo lambi he [jo larki Krar-i he]
that tall.F.Sg be.Pres.3.Sg which girl.F.Sg.Nom stamdfR8g be.Pres.3.Sg

c. *vo larki lambi  he
that girl.F.Sg.Nom tall.F.Sg be.Pres.3.Sg
[jo larki k'ar-i he]

which girl.F.Sg.Nom stand-Perf.F.Sg be.Pres.3.Sg
‘The girl is tall, who is standing.’

Correlative Clause

(10) a. jo  k"ar-i he] vo larki lambi  he
which stand-Perf.F.Sg be.Pres.3.Sg that girl.F.Sg.Ndrk.t8g be.Pres.3.Sg
b. jo larki K'ar-i he] vo lambi he
which girl.F.Sg.Nom stand-Perf.F.Sg be.Pres.3.Sg thidt.t8g be.Pres.3.Sg
c. [jio larki Krar-i he]
which girl.F.Sg.Nom stand-Perf.F.Sg be.Pres.3.Sg
vo larki l[ambi  he

that girl.F.Sg.Nom tall.F.Sg be.Pres.3.Sg
‘Which girl is standing, that girl is tall’

With respect to headedness, {bevo (correlative) andro-jo (relative) patterns
thus differ quite markedly.

3.2 Correlative as an Operator — The Demonstrative Requirerant

Coming from a primarily semantic perspective, Dayal (128&) analyzes the cor-
relativejo-clause as an operator that locally binds a variable in the olause. The
variable must be contained in the interpretation of therddteer of the external
head NP. Her reasons for this analysis build on Subbara®84(13) initial obser-
vation that the relative clause cannot be adjoined to théf lsfe main clause NP is
indefinite, as shown in (11a). In fact, Dayal shows that datikes have to observe
a more stringent requirement. Given that in Urdu bare NPsrcprinciple always
also function as definites (Dayal 2003), Dayal formulatedesrionstrative require-
ment’ (Srivastav 1991:649): the matrix clause must corsailemonstrative. This
demonstrative can either be overt as in (11b), or can be zethlys being there im-
plicitly in the presence of quantifiers suchsab ‘all’ ((11c)), dono‘both’ ((11d))
ortino ‘all three’.

(11) a. *jo larkiya Khar-i hg] larkiya
which girl.F.Pl.Nom stand-Perf.F be.Pres.3.PI girl. AiBim
lambi h¢

tall.F.Sg be.Pres.3.PI
‘Girls that are standing are tall’
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b. jo larkiya K'ar-i hg] vo larkiya
which girl.F.Pl.Nom stand-Perf.F be.Pres.3.PI thoserjPl.Nom
lambi h¢

tall.F.Sg be.Pres.3.PI
‘The girls that are standing are tall’

c. o larkiya K'ar-i hg] sab larkiya
which girl.F.Pl.Nom stand-Perf.F be.Pres.3.Pl all giRIFNom
lambi  h

tall.F.Sg be.Pres.3.PI
‘All (the) girls that are standing are tall.’

d. jo larkiya K'ar-i hg] donolarkiya
which girl.F.PI.Nom stand-Perf.F be.Pres.3.PI both [giAl.Nom
lambi h€

tall.F.Sg be.Pres.3.PI
‘Both (the) girls that are standing are tall’

Srivastav (1991) and Dayal (1996) thus analyze correlaimeases as general-
ized quantifiers (Cooper 1983) that bind a position insidéPasyntactically, she
posits the structure in (12) for correlatives as in (11).

(12) [[...REL-XP.. ]cp [...DEM-XP.. ]iplcp

4 Correlatives as Free Relative Specifiers of DP

As shown above, Dayal's (1996) seminal work on relatives @nelatives pro-
vides a clear basis for analysis. However, Bhatt (1997, p@fiks at additional
empirical evidence and argues that jbevo correlatives are better understood as
being like free relatives. We discuss his reasons brieflgatign 4.1, and adopt his
view of correlatives as free relatives, but in a slightlyfeliént manner. We present
an alternative analysis in section 4.2 by which we analyegadvo correlatives as
being situated in BECDP, rather than being adjoined to IP (Srivastav 1991) or to
the demonstrative phrase (Bhatt 2003).

4.1 DP Adjunction and Free Relatives

Dayal's analysis of thgo-vo correlative as a quantifier within a CP that adjoins
to and binds a position inside an IP is challenged by sevaraf For example,
consider (13), where the correlative clause can appeattljir® the left of the
external head inside the main clause. This constructioroisuncommon, and
indicates that an analysis of direct adjunction to DP shdédonsidered (Bhatt
1997, 2003).
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(13) husan=ne jo kitab tara=ne liki]
Hassan=Erg which book.F.Sg.Nom Tara=Erg write-Perf.F.Sg

vo pasand k-i
that liking do-Perf.F.Sg
‘Hassan liked the book which Tara wrote.’

Further evidence for DP-adjunction of the correlative saaomes from question-
answer pairs as in (14), which show that fleevo clause in combination with
the required demonstrative makes a perfect short answequestion, just like a
simple DP/NP would.

(14) kK a-yi?
who come-Perf.F.Sg?
‘Who came?’
[jo larki vaha rh-ti he] VO
Which girl.F.Sg.Nom there stay-Impf.F.Sg be.Pres.3.84) th
‘Which girl lives there, she’/'The girl who lives there’ (al 1996)

Indeed, Wali (1982) already used this fact to argue for Djaraxdion. But
Dayal rejects the DP-adjunction analysis in favor of a uditi@atment of single
correlatives and those with multiple heads (see sectiohy5vhich IP-adjunction
is treated as the basic phenomenon and DP-adjunction igzadahs a case of
crosscategorial quantification (Dayal 1996:206).

In contrast, Bhatt (1997) situates the correlative clauseagrily within the DP
(but see section 4.3 on topicalization facts) and, in paldic as having the func-
tional properties of a free relative clause. As clearly destiated by Bhatt (1997),
the properties of correlatives and free relatives areistyii similar. For example,
only free relatives (as opposed to restrictives) in Engtish feature the inclusive
focus item-ever, a property which we also find in Urdu, where the focus paaticl
b"i ‘also’ cannot modify a restrictive relative clause ((15d)it is admissible in
correlatives in order to bring out the unspecified identitythe internal head, as
shown in (15b).

(15) a. *vo lrki [[o  b" vaha Kar-i he]
that girl.F.Sg.Nom which also there stand-Perf.F.Sg les.BrPI

nadya=Kki gheli he
Nadya=Gen.F.Sg friend.F.Sg be.Pres.3.Sg
‘That girl, whichever is standing there, is Nadya's friénd.

b. jo b" larki vaha Kar-i he]
which also girl.F.Sg.Nom there stand-Perf.F.Sg be.Piek.3

vo nadya=ki gheli he

that Nadya=Gen.F.Sqg friend.F.Sg be.Pres.3.Sg

‘Whichever girl is standing there is Nadya’s friend.’
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c. jo b larki mehrut Kar-ti he
which also girl.F.Sg.Nom effort do-Impf.F.Sg be.Pres3.S

vo safal ho-ti la
that successful be-Impf.F.Sg be.Pres.3.Sg
‘Whichever girl makes an effort is successful.’

Note that the presence bfi, just like -ever, forces a generic reading if one is
possible, as shown in (15¢). The acceptability of the geneading, however,
is dependent on the aspect of the relative clause predi¢hteformation from
tense/aspect does not provide information about gengrtbieé standard interpre-
tation of the correlative clause is definite, regardlesshefgresence of the focus
item (as is generally the case with free relatives; Jacoth865).

As Bhatt (1997, 2003) further shows, the correlative cameake the form of
a true free relative without a demonstrative ‘correlatéhd case marking of the in-
ternal as well as the external head is unmarked (nominatilérdu). The demon-
strative cannot be omitted if either the demonstrative ercbrrelate is overtly
marked by a case clitic (e.que, k9, but can be left out if the surface form matches
or, in the case of Urdu, has no surface form, as shown in (16).

(16) [jo larki k"ar-i he] has rah-i
which girl.F.Sg.Nom stand-Perf.F.Sg be.Pres.3.Sg latghRerf.F.Sg
he
be.Pres.3.Sg

‘Which girl is standing, is laughing.’

This form of surface matching is known from German free retatonstruc-
tions, which also require a resumptive demonstrativefdeter if the case mark-
ing differs overtly, as is the case in (17a), but not in (1Yb,c

(a7) a. Wer dich nicht mag, *(den) mag ich
who.Nomyou.Acc not like.Pres.3.S¢hat.Acc like.Pres.1.Sg I.Nom
auch nicht.
also not

‘Who doesn't like you, | don't like either.’

b. Wen du magst, (den)  will ich auch
who.Accyou.Nom like.Pres.2.Stipat.Acc want.Pres.1.Sg. I.Nom also
treffen.
meet

‘| also want to meet the one who you like.

c. Was du magst (das) gefallt mir auch.
what.Accyou.Nom like.Pres.2.Sthat.Nom please.Pres.3.Sg |.Dat also
‘Whatever you like also pleases me.’
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In sum, correlative clauses in Urdu have a number of semantienorphosyn-
tactic properties that are familiar from free relatives er@an and English. Within
the context of the ParGram project, this points towards #exlrto find a common
underlying analysis for free relatives and correlativethase languages.

4.2 Specifier of DP

In order to account for similarities between free relatigad correlatives, we treat
the correlative clause plus demonstrative constituent BB avith an f-structure
analogous to free relatives in English, since these havepamable semantics and
distribution. However, instead of analyzing the relatil@use predicate as an ad-
junct, as Butt et al. (1999) did for free relative clauses, agasider correlative
clauses as occupying a specifier position and thus coritripat SPEC attribute to
the f-structure. This is done for the following reasons:

e Correlatives cannot be stacked: Whereas normal relatiesek project into
an adjunct set, a DP can only be modified by a single correlativ

(18) *[jo gari tez ] [jo lal he]
which car.F.Sg.Nom fast be.Pres.3.Sg which red be.P8gs.3.
vo garisundr he
that car beautiful be.Pres.3.Sg
‘Which car is fast, which car is red, that car is beautiful.’

e Semantically, correlatives function as quantifiers. Thiegy cannot have a
non-restrictive interpretation and cannot modify, formde, proper nouns,
as this would result in vacuous quantification.

(19) *fjo vaha Kar-a he] ram lamba
who there stand-Perf.M.Sg be.Pres.3.Sg Ram tall. M.Sgée RSg
‘Who is standing there, Ram is tall.’

e Correlatives appear in complementary distribution witheotS>Ec material,
such as possessors.

(20) *[jo lal he] [yonas=ki] gari
which red be.Pres.3.Sg Jonas=Gen.F.Sg car.F.Sg.Nom
sundir he

beautiful be.Pres.3.Sg
‘Which car is red, Jonas’s car is beautiful.’

All of the evidence presented so far points to a DP-intemmah-adjunct anal-
ysis of correlatives. In particular, we situate the cotredaclause in a specifier
position directly left-adjacent to the DP that it quantif@&r. However, there is a
further set of data that remain to be accounted for.
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4.3 Topicalization

In addition to finding correlatives that are directly leftiacent to the modified
constituent, instances of discontinuous correlatives atzur. In both of the ex-
amples in (21), the correlative clause is in the regularesem@-initial position, but
the demonstrative is embedded further inside the main el§29a)) or even em-
bedded within a sentential complement ((20b)).

(21) a. [jo  lurki; vaha ]
which girl.F.Sg.Nom there be.Pres.3.Sg

ram=ne uvs=kg pasand ki-ya
Ram=Erg that=Acc liking do-Perf.3.Sg
‘Which girl is there, Ram likes her.’

b. [jo larki; ga fmh-i he]
which girl.F.Sg.Nom sing stay-Perf.F.Sg be.Pres.3.Sg

sita soé-ti he [ki vo; sundir he]
Sita think-Impf.F.Sg be.Pres.3.Sg that that beautifuPtes.3.Sg
‘Which girl is singing, Sita thinks that she is beautiful.’

We propose to analyze this dislocation as an instance aatdropicalization
of the correlative clause. This analysis is reasonablengivat Urdu is a discourse-
configurational language with basic SOV order that makegyhese of word order
permutations to syntactically encode information streec{af. Butt and King 1996,
Kidwai 2000). The Drpic function is generally associated with the initial item of
the utterance, located inPEdP. Since Urdu allows not only arguments to be
topicalized, but also, unlike EnglishpP&CNP content such as genitive possessors
(Mohanan 1994), as shown in (22), it is predicted that catned clauses should
also be able to undergo this dislocation.

(22) [ram=ki] sundr he gari
Ram=Gen.F.Sg beautiful be.Pres.3.Sg car.F.Sg.Nom
‘Ram’s car is beautiful’

As Bhatt (2003) shows, topicalized correlatives may cohimrgo sentential
complements, but are sensitive to island effects, and thosat be topicalized
from within adjuncts or complex NPs. Furthermore, only opnergative clause
can be topicalized. If any other DP in the sentence is modbied correlative
clause, none of these may additionally appear in the framt,nust be located
in non-initial position within the relevantiEcDP. The only admissible structure
that allows two correlative clauses at the beginning of érgence is one where one
correlative is topicalized and the other occupies the §ipegiosition of a sentence-
inital DP, as illustrated by (23).
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(23) [jo; kitab mez=pr t"-i]
which book.F.Sg.Nom table.F.Sg=on be.Past.F.Sg

[[[[io ; talib‘iim he] us;] larke=ne] vQ lik"-i]
which student.Nom be.Pres.3.Sg that boy.M.Obl=Erg thaevirerf.F.Sg
‘The boy who is a student wrote the book that was on the table.’

4.4 The LFG Analysis

DP internal correlative clauses are linked to their headghé functional descrip-
tion expanding the DP node. As topicalized correlativesdiseontinuous from
their heads, this case is more interesting. As is standatid nespect to long-
distance dependencies within LFG, topicalized corredatare linked to their heads
via functional uncertainty paths (Kaplan and Zaenen 1889pwever, as correl-
ative clauses are not quite standard topics, a little monk weeds to be done.
The external head of the topicalized correlative is fouradthie disjunction in (24)
(defined in XLE's regular expression notation; Crouch eP@bD6):

(24) CorRFUNC =
{SuBJV {XcompV ComP}* {OBJV OBJ-GOAL } (ADJ-GEN)}

This means that the functiond®FuUNC is assigned a grammatical function
that is either 8BJ or an (BJ or OBJ-GOAL which may be embedded in zero
to infinitely many (signified by the Kleene Star)o@pPs or XCOMPs, or a geni-
tive possessor of any of these. In the c-structure rule ibanses the topicalized
correlatives shown in (25), this function is given a locaiea(%CGoR-HEAD) in
order to formulate the constraints that must be simultasigosatisfied, such as
the demonstrative/quantifier requirement (cf. section) 82well as number and
obliqgue/nominative agreement (coded under &l H). The rule in (25) also in-
cludes the possibility of a topicalized KP (Urdu Kase Phrésaturing a DP plus
optional case clitic, Butt and King 2004).

(25) SPECP —

CPCORR \% KP
(TCoRFUNC)=%CoR-HEAD (T TorPIO)=|
(%CoR-HEAD SPEC CORR)=| @GF

(%CoRr-HEAD Num)=(] ToPIC-REL NuMm)
(%CoR-HEAD NMORPH=(]TOPIC-REL NMORPH)
{(%CoR-HEAD SPECDET PRON-TYPE)=C dem
(%CoR-HEAD SPECDET DEIXIS)=c distal
V (%CoR-HEAD SPEC QUANT QUANT-TYPE)=C universa}

The CRCORR category is defined in analogy to the standard relative elaus
CPRrEL, with the exception that in CEORRthe ToPIC-REL may include a con-
tentful NP. The function 8ec CORR, which encodes the correlative clause itself,

®Topicalized possessors as in (22) are, of course, alsaliviggfunctional uncertainty equations.
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is proposed as an interim solution since the facts presentddcobson (1995)
and others call for a consequent reanalysis of free relataugses in the ParGram
languages that departs from th@ AUNCT solution proposed in Butt et al. (1999),
along with a unified analysis that provides enough inforomain the f-structure to
lead to the correct semantic representation for both @iivek and free relatives.

An unusual but positive aspect to the analysis in (25) isttiasubject of the
main clause and that of the correlative do not stand in a tivexctional relation
other than noun agreement. Since the correlative is alldevedntain a full noun
phrase in its internal head, it is in principle possible toe thternal head and the
external head to contain diffent nouns. And precisely tbissbility is required by
data as in (26).

(26) fjo catr vaha Rar-a he]
which student.M.Sg.Nom there stand-Perf.M.Sg be.Pi&g.3.
vo larka mera dost h

that boy.M.Sg.Nom 1.Gen.M.Sg friend.M.Sg.Nom be.Pré&g3.
‘Which student is standing there, that boy is my friend.’

(McCawley 2004:300)

There seem to be semantic constraints on the felicitousehafithe two dif-
ferent nouns (involving synonymy or hyponymy), but predanalyses of these
(cf. Dayal 1996:196 and McCawley 2004:300) as well as judg@sof our infor-
mants leave an inconclusive picture of what relations ace@able. With respect
to our analysis, since the constraints are purely semahtg,are not handled by
the syntactic c-structure and f-structure components.

In (28) and (29) we present a sample c-structure and f-streieinalysis for the
example in (27). The representation of noun phrase streickeparts from previous
analyses in the Urdu grammar by postulating a DP structupgeablP that holds
the determinewo (which, in its use as a personal pronoun, accompanies aryempt
noun head) as well as @8cDP position potentially containing the correlative.

Note that the same sentence can also receive another anlajysvhich the
correlative clause is not topicalized and is containeddms$he sentence-inital DP
instead of $ECP. This option, which then lacks thepic function at f-structure,
is dispreferred through the use of OT marks (Frank et al. 2001

7) o Kar-i he] [vo larki lambi  he]

which stand-Perf.F.Sg be.Pres.3.Sg that girl. F.Sg.NdrR.88g be.Pres.3.Sg
‘Who is standing, that girl is tall.’
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(28) F-Structure:

122

PRED "HONA<SUBJPREDLINK>’
[PRED 'LARKI’
PRED 'KhaR<SUBJ>'\
[PRED ’PRO’\'
SPEC [DET {PRON-TYPE rel}
CASE nom
SUBJ
GEND fem
CORR HUMAN +
SPEC NUM Sg
PERS 3
SUBJ y :
TOPIC-REL {
TNS-ASP {TENSE pre%
VFORM part
DEIXIS distal
DET
PRON-TYPE dem
TOPIC
[PRED 'PRO’ |
PRED ’‘LamBlI’
PREDLINK |ADJUNCT ATYPE attributive
GEND fem
GEND fem
TNS-ASP [TENSE pre%
CLS-TYPE decl




(29) C-structure:

ROOT
CPcorr S
/\
K‘P v‘c

KP Ve DP VCcop

| T — T~ N
DP Vv AUX D N  DP Vcop

| K he | lacki | he
D Det AP

| w |
Det A
jo lambi

5 Further Issues: Multi-Head-Correlatives

So far we have presented an analysis for single-head civeslgSHC). However,
as shown in (30), one of the striking features of Urdu cotiada is that they can
appear with more than one relativized element, containindfiphe relative pro-
nouns linked to multiple correlate demonstratives in thénrokause.

(30) [ijs; larki=ne jIs; larke ke sdtk"el-a]
which.Obl girl.F.Sg=Erg which.Obl boy.M.Obl with  play-P&1.Sg
US=ne uS=Ko; hara-ya
that.Obl=Erg that.Obl=Acc defeat-Perf.M.Sg
‘Which girl played with which boy, she defeated him.’ (Dayi#196)

This correlative clause cannot be attached to any singtelabe at f-structure,
since both internal heads are equally governed by the velatause predicate,
and the functional projection of the predicate cannot bechttd to both external
heads with the same internal structure. The correlativeselacannot be said to
determine either argument of the matrix, but rather deteesboth by specifying
a relation between them. This can be expressed semantigadisgguing that multi-
head-correlatives (MHC) quantify over ordered tupleseathan individuals (as
proposed by Lehmann 1984:344). It can be expressed syaiytyy attaching the
f-structure of the correlative clause directly to the mdauese predicate rather than
to one of its arguments. Analogously, Srivastav (1991) ahatB(1997) argue for
base-generation of the MHC in a position adjoined to IP. Witbayal's account
this means that she presents a unified analysis of SHC and Miti@n Bhatt's
account this means that MHC and SHC receive a differing stiotanalysis.

With respect to this issue, we again propose to follow Battalysis and treat
MHC as a separate class for which no analogous constructimh @s free relatives
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for SHC) exists in languages that do not feature correlativ@nsequently, these
sentences cannot be translated straightforwardly intdiging Andrews (1975),
for example, proposes to translate MHC as conditionalschvigives adequate
results as long as the correlative can have a generic ietatjon, but this is not
always the case. Another suggestion, propably first prapbgeDelbriick (1900)
for Sanskrit MHC, is to use an indefinite in place of the secatativized phrase,
which is anaphorically picked up in the matrix clau¥ehichever girl played with
a boy defeated him. This translation would also be faithful to the semanti€s o
the construction, but does not do justice to the differingtagtic constraints. As
shown in (31), Urdu MHC cannot appear with a matrix predicaftdess arity,
whereas relatives-cum-indefinite can.

(31) a. [*is larki j1s larke ke sdtk"el-egi]
which.Obil girl.F.Sg.Nom which.Obl boy.M.Obl with  play-EB.Sg
Vo jit-egi

that win-Fut.F.Sg
‘Which girl will play with which boy, she will win.’

b. Whichever girl will play with a boy will win.

MHC are also less constrained in contrast to SHC when it céotbe resump-
tive pronoun requirement. Even in cases where the demdimstaccompanying
a correlative clause could not be dropped, i.e. if there &tosase-marking, they
may be dropped with MHC (Bhatt 1997), as shown in (32).

(32) [*j1s larke=ne j1s tirki=ko dek-a]
which.Obl boy.M.Sg.Obl=Erg which.Obl girl. F.Sg=Acc sBeff.M.Sg
(vs=ne uvs=ko) psand ki-ya

that.Obl=Erg that.Obl=Acc liking do-Perf.M.Sg
‘Which boy saw which girl, he liked her.

Since the exact nature of the interaction between the @ntrof correlative
formation and the rampant pro-drop that is generally péssibUrdu (Neeleman
and Szendroi 2007) is not yet well understood, our analgsisather minimal.
At c-structure, we assume MHC to be located adjoined abovAtiRstructure,
the correlative clause projects arbAUNCT to the main clause predicate. The
anaphoric relation between the relativized elements asdilple correlates in the
main clause is left to the semantic processing componerithwhay be tackled
once a better understanding of the structure is reached.

6 Conclusion

Building on previous insights by Srivastav/Dayal and Bhate distinguish be-

tween relative clausevd@-jo) and correlativesj@-vo), and account for their dif-

ferent internal structure and semantic interpretation.rrélatives are treated as
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quantifiers that appear either in the specifier position ef@ they modify or in
a topicalized position at the left periphery. At f-stru@uthey differ from normal
relative clauses by projecting tos®ecstructure rather than an adjunct set, which
goes along with their quantifier interpretation and theahitity to stack. The par-
allels to free relative clauses suggest that a similar aalypight be argued for in
the case of German and English free relatives, which cuyreeteive the same
ADJUNCT treatment as standard relatives. The advantages and digades of
such a parallel analysis, as well the issue with multi-heamelatives, can hope-
fully be understood once a standardized semantic repagganhas been agreed
on within ParGram, and once the existing analysis has bewmpaorated into the
main Urdu grammar in order to investigate interactions weither phenomena,
such as pro-drop.
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Abstract

We present log-linear models for use in the tasks of parse disambiguation
and realisation ranking in German. Forst (2007a) shows that by extending
the set of features used in parse disambiguation to include more linguistically
motivated information, disambiguation results can be significantly improved
for German data. The question we address in this paper is to what extent this
improved set of features can also be used in realisation ranking. We carry out
a number of experiments on German newspaper text. In parse disambigua-
tion, we achieve an error reduction of 51%, compared to an error reduction
of 34.5% with the original model that does not include the additional fea-
tures of Forst (2007a). In realisation ranking, BLEU score increases from
0.7306 to 0.7939, and we achieve a 10 point improvement in exact match
over a baseline language model. This being said, our results also show that
further features need to be taken into account for realisation ranking in order
to improve the quality of the corresponding model.

1 Introduction

Statistical disambiguation of syntactic structures has been extensively studied in re-
cent years. Riezler et al. (2002) have successfully applied a log-linear model based
on features referring to simple, mostly locally restricted c- and f-structure confi-
gurations to the task of LFG parse disambiguation for English. However, recent
studies suggest that these types of features are not sufficient for the disambiguation
of languages with relatively free word order, such as Japanese (Yoshimura et al.,
2003) or German.

Forst (2007a) shows that by extending the set of features used in parse dis-
ambiguation to include more linguistically motivated information, disambiguation
results can be significantly improved for German data. The question we address in
this paper is to what extent this improved set of features can also be used in real-
isation rankingt It is clear that some features designed for parse disambiguation
will not be useful for realisation ranking and vice versa. For example, features that
capture lexical dependencies will not be useful in generation ranking, since lexical
dependencies are given in this task. Conversely, the log-linear model for realisa-
tion ranking, where the task is to determine the most natural sounding sequence
of words, will need features that refer (only) to the surface string, and those fea-
tures are, of course, not interesting for parse disambiguation. Nevertheless, it is
reasonable to assume that c-structure features or features that refer to c-structure
and f-structure simultaneously are useful for both tasks, and that taking the angle
of both tasks may help to identify relevant features.

We present a model for realisation ranking similar to that of Velldal and Oepen
(2005). The main differences between our work and theirs is that we are working

The work described in this paper has been carried out as part of the COINS project of the
linguistic Collaborative Research Centre (SFB 732) at the University of Stuttgart, which is funded
by the German Research Foundation (DFG). Furthermore, we would like to thank John Maxwell of
the Palo Alto Research Center for being so responsive to our requests for extensions of the XLE
generator functionalities, some of which were crucial for our work.
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within the LFG framework and concentrating on a less configurational language:
German.

2 System Setup

2.1 A Broad-Coverage LFG for German

For the construction of our data, we use the German broad-coverage LFG docu-
mented in Dipper (2003) and Rohrer and Forst (2006). It is a hand-crafted gram-
mar developed in and for the LFG grammar development and processing platform
XLE (Crouch et al., 2006). It achieves parsing coverage of about 80% in terms
of full parses on newspaper text, and for sentences out of coverage, the robustness
techniques described in Riezler et al. (2002) (i.e. fragment grammar, ‘skimming’)
are employed for the construction of partial analyses. The grammar is reversible,
which means that the XLE generator can produce surface realisations for well-
formed input f-structures.

2.2 Parse Disambiguation

We use a standard log-linear model for carrying out parse disambiguation
(Toutanova et al., 2002; Riezler et al., 2002; Miyao and Tsuijii, 2002; Malouf and
van Noord, 2004; van Noord, 2006; Clark and Curran, 2004). A key factor in the
success of these models is feature design. As a baseline, we design features based
on the property set used for the disambiguation of English ParGram LFG parses
(Riezler et al., 2002; Riezler and Vasserman, 2004). These properties are based
on thirteen property templates, which can be parameterised for any combination of
c-structure categories or f-structure attributes and their values. Forst (2007a) shows
that by extending this set of features used in parse disambiguation to include more
linguistically motivated information, disambiguation results can be significantly
improved for German data.

2.3 Surface Realisation

As XLE comes with a full-fledged generator, the grammar can be used both for
parsing and for surface realisatidriigure 2 shows the set of 18 strings that are
generated from the f-structure in Figure 1. In this case, the German parser only
produces one parse, and so there is no parse disambiguation necessary. However
there is some work to be done in ranking the alternative string realisations for the
input f-structure. Note that all of the surface realisations are grammatical; however,
some of them are clearly more likely or unmarked than others.

2At the moment it is not possible to generate from packed structures where ambiguity is pre-
served. However, in the future we hope to be able to do so. This would be particularly useful in an
application such as machine translation, where some ambiguities transfer across languages.
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QD Die Nato werdenichtvon derEU gefuhrt.
TheNATO is not fromtheEU led.

‘NATO is not led by the EU.

"Die Nato werde nicht von der EU gefihrt."

[PRED ‘fuhren<[249:von], [21:Natop' 1
[PRED 'Nato' 1
CHECK | SPEC-TYPE |:_COUNT +, DEF+, DET attr ]
L INFL strong-det
SUBJ NTYPE [NSYN proper ]

[ PRED ‘die’
SPEC DET [DET-TYPE def ]]

21|CASE nom, GEND fem, NUM sg, PERS 3
[PRED 'von<[283:EUP' l

[PRED 'EU' q
CHECK|-SPEC-TYPE [ COUNT +, _DEF +, _DET attr ]
L INFL strong-det

OBL-AG OBJ NTYPE [NSYN proper ]
[ -+ [PRED ‘die’
SPEC  DET [DET-TYPE def ]]

283 |CASE dat, GEND fem, NUM sg, PERS 3
249 |PSEM dir, PTYPE sem

ADJUNCT {2 [PRED icht ]}

15 |ADJUNCT-TYPEneg

| AUX-FORMwerden-pass _)
CHECK | VLEX |:_AUX—SELECT sein ]
| VMORPH |:_PARTICIPLE perfect ]

TNS-ASP  [MOOD subjunctive, PASS-SEM dynamic —. TENSEpres ]

TOPIC [21:Nato]
128 |CLAUSE-TYPEdecl, PASSIVE +, STMT-TYPE decl, VTYPE main

Figure 1: F-structure for (1)

Just as hand-crafted grammars, when used for parsing, are only useful for most
applications when they have been complemented with a disambiguation module,
their usefulness as a means of surface realisation depends on a reliable module for
realisation ranking. A long list of arbitrarily ordered output strings is useless for
practical applications such as summarisation, question answering, machine trans-
lation, etc.
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Die Nato werde von der EU nicht gef uhrt.
Die Nato werde nicht von der EU gef uhrt.
Nicht von der EU gef uhrt werde die Nato.
Nicht werde von der EU die Nato gef uhrt.
Nicht werde die Nato von der EU gef uhrt.
Nicht gef Uhrt werde von der EU die Nato.
Nicht gef uhrt werde die Nato von der EU.
Von der EU nicht gef Uhrt werde die Nato.
Von der EU werde die Nato nicht gef uhrt.
Von der EU werde nicht die Nato gef uhrt.
Von der EU gef uhrt werde nicht die Nato.
Von der EU gef uhrt werde die Nato nicht.
Gefuhrt werde die Nato nicht von der EU.
Gefuhrt werde die Nato von der EU nicht.
Gefuhrt werde nicht von der EU die Nato.
Gefuhrt werde nicht die Nato von der EU.
Gefuhrt werde von der EU nicht die Nato.
Gefuhrt werde von der EU die Nato nicht.

Figure 2: The set of strings generated from the f-structure in Figure 1

Very regular preferences for certain realisation alternatives over others can be
implemented by means of so-called optimality marks (Frank et al., 2001), which
are implemented in XLE both for the parsing and the generation direction. For
ranking string realisations on the basis of ‘soft’ and potentially contradictory con-
straints, however, the stochastic approach based on a log-linear model, as it has
previously been implemented for English HPSGs (Nakanishi et al., 2005; Velldal
and Oepen, 2005), seems more adequate.

3 Feature Design

3.1 Feature Design for Parse Disambiguation

Feature design for parse disambiguation is often carried out in a semi-automatic
manner, i.e. by designing feature templates that are then instantiated automati-
cally. Although the number of features built this way is often in the hundreds of
thousands, nothing guarantees that the information relevant for disambiguation is
actually captured by some feature(s). This is particularly true when the feature
templates have been designed with little attention to typical ambiguities in the lan-
guage under consideration. Forst (2007a) shows that linguistically motivated fea-
tures that capture, e.g., the linear order of grammatical functions, the (surface and
functional uncertainty path) distance of an extraposed constituent to its f-structure
head, the nature of a DP in relation to its grammatical function (pronominal vs. full
DP, animate vs. inanimate) etc. allow for a significantly improved disambiguation
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Name of feature template and parameters

Explanation

Features used for the disambiguation of English ParGram LFG parses
(Riezler et al., 2002; Riezler and Vasserman, 2004)

fs _attrs  <attrs >
cs_label <cat >
fs _attr _val <attr > <val >

¢s _num.children
fs _adj _attrs

<cat >
<attrl > <attr2 >
fs _sub attrs  <attrl > <attr2 >

cs _adjacent _label <catl > <cat2 >

cs_sub _label <catl > <cat2 >
cs _embedded <cat > <Depth >

cs_conj _nonpar <Depth >

lex _subcat <Lemma> <SCFs>

counts number of occurrences of attribute¢gttrs> in
the f-structure

counts number of occurrences of categergat> in the
c-structure

counts number of times f-structure attributattr> has
value<val>

counts number of children of all nodes of categergat>

counts the number of times featwa@ttr2> is
immediately embedded in featuseattrl>

counts the number of times featwattr2> is embedded
somewhere ircattrl>

counts the number of catl> nodes that immediately
dominate<cat2> nodes

counts the number of catl> nodes that (not
necessarily immediately) dominatecat2> nodes

counts the number cf cat> nodes that dominate
(at least)< Depth> other<cat> nodes

counts the number of coordinated c-structures that are
not parallel atcDeptti> levels under the
coordinated constituent

counts the number of timesLemma> occurs with one
of the subcategorisation frames4SCFs>

Additional Linguistically Motivated Features

ADD-PROP MODXLemma>

ADD-PROP F2 <Lemma> <PoS>

ADD-PROP ACTIVE/PASSIVE <Lemma>

ADD-PROP isCommon/Def/

Pronoun/... <GP
ADD-PROP DEP11<Po0S1> <Dep>
<PoS2>

ADD-PROP PATH
ADD-PROP PRECEDE&GF1> <GF2>

DISTANCE-TO-ANTECEDENT %X

ADD-PROP DEP12<Po0S1> <Dep>
<P0S2> <lLemma2-

ADD-PROP DEP21<Po0S1> <Lemmal>
<Dep> <PoS2>

ADD-PROP PRECEDESLemma> <GF1>
<GF2>

ADD-PROP MODZLemmal> <Lemma2-

ADD-PROP VADJUNCPRECEDES
<Prepl > <Prep2 >

ADD-PROP DEP22<Po0S1> <Lemmal>
<Dep> <Po0S2> <lLemma2-

counts the number of times a given lemma occurs as
a member of a MD set

counts the number of times a given lemma occurs as
a particular<PoS>

counts the number of times a (verb) lemma occurs in
active/passive voice

determines whether a DP with functietGF> is
common, definite, pronominal, etc.

counts the number of times a sub-f-structure of type
<P0S2> is embedded into a (sub-)f-structure of type
<PoS™> as its<Dep>

counts given instantiations of functional uncertainty paths

counts the number of times<aGF1> precedes
a <GF2> of the same (sub-)f-structure

distance between a relative clause and its antecedent

counts the number of times a sub-f-structure of type
<P0S2> and with<Lemma2- as its RED
is embedded into a (sub-)f-structure of type
<PoSI>as its<Dep>

counts the number of times a sub-f-structure of type
<P0S2> is embedded as it Dep> into
a (sub-)f-structure of typezPoS1> and
with <Lemmal> as its RRED

counts the number of times<aGF1> subcategorised
for by a RRED <Lemma> precedes atGF2>
subcategorised for by the sameed

counts the number of timesLemma2- occurs in the
Mop set of a (sub-)f-structure witkLemma-
as its RED

counts the numbers of times amAUNCT PP headed
by <PrepI> precedes an BJuNCT PP headed by
<Prep2>, both being in an f-structure with a WPE

counts the number of times a sub-f-structure of type
<P0S2> and with<Lemma2- as its RRED is
embedded as its Dep> into a<Dep> into a<Dep>
into a (sub-)f-structure of typePoS1> and
with <Lemmal> as its RRED

Table 1: Feature templates used for' 8émi-automatic feature construction for parse
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of German LFG parses. Many of these features are inspired by studies on “soft”
syntactic constraints, which are most often formulated within an OT framework
(Aissen, 2003; Bresnan et al., 2001), but can also be captured as features of more
general probabilistic models (Snider and Zaenen, 2006). Table 1 gives a descrip-
tion of the main types of features used in parse disambiguation.

The evaluation of the log-linear model for parse disambiguation is described in
more detail in Forst (2007a) and Forst (2007b), so here we will be brief. The model
is trained on 8,881 partially labelled structures and tested on a test set of 1,497 sen-
tences (with 371 sentences held out to fine-tune the log-linear model parameters).
Table 2 gives a summary of the results broken down by dependency. The overall
F-score is significantly better with the disambiguation model that includes the lin-
guistically motivated additional features than the disambiguation model that relies
on the XLE template-based properties only. Overall error reduction increases from
34.5% to 51.0%.

3.2 Feature Design for Realisation Ranking

Most traditional approaches to stochastic realisation ranking involve applying lan-
guage model n-gram statistics to rank alternatives. However, n-grams alone are
often not a good enough measure for ranking candidate strings. For example, for
the f-structure associated with the strivigrheugen habe die Worte des Generalin-
spekteurs falsch interpretier{‘Verheugen had wrongly interpreted the words of
the inspector general’.), 144 strings can be generated. The original string is ranked
7th among all candidate strings by our language model. There are several features
in the input f-structure that we can use to improve the ranking of the desired string.
The following features could be useful: (1) Linear order of functiongg$gen-

erally precedes 6v), (2) Adjunct position (sentence beginning, distance from the
verb, etc.), (3) Partial VP fronting (generally marked and thus dispreferred).

(2) Verheugenhabe die Worte des Generalinspekteurdalsch
Verheugenhad the words the-GEN inspector-general wrongly
interpretiert.
interpreted.

‘Verheugen had mis-interpreted the words of the inspector-general.’
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upper | stoch. select. stoch. select. | lower

grammatical relation/ bound | all properties | templ.-based pr| bound
morphosyntactic feature F-sc.| F-sc. err.red| F-sc. err.red| F-sc.

all 85.50 | 83.01 51.0| 82.17 34.5| 80.42

PREDs only 79.36 | 75.74 46.5| 74.69 31.0f 72.59

app (close apposition) 63 60 63 61 75 55
app _cl (appositive clause) 53 53 100 52 86 46
cc (comparative complement) 28 19 -29 19 -29 21
¢j (conjunct of coordination) 70 68 50 67 25 66
da (dative object) 67 63 67 62 58 55
det (determiner) 92 91 50 91 50 90
gl (genitive in specifier position) 89 88 75 88 75 85
gr (genitive attribute) 88 84 56 84 56 79
mo(modifier) 70 63 36 62 27 59
mod (non-head in compound) 94 89 29 89 29 87
name_mod (non-head in compl. name 82 80 33 81 67 79
number (number as determiner) 83 81 33 81 33 80
oa (accusative object) 78 75 77 69 31 65
obj (argument of prep. or conj.) 90 88 50 87 25 86
oc _fin (finite clausal object) 67 64 0 64 0 64
oc_inf (infinite clausal object) 83 82 0 82 0 82
op (prepositional object) 57 54 40 54 40 52
op_dir (directional argument) 30 23 13 23 13 22
op_loc (local argument) 59 49 29 49 29 45
pd (predicative argument) 62 60 50 59 25 58
pred _restr (lemma of nom. adj.) 92 87 62 84 38 79
qguant (quantifying determiner) 70 68 33 68 33 67
rc (relative clause) 74 62 20 59 0 59
sb (subject) 76 73 63 71 38 68
sbp (logical subj. in pass. constr.) 68 63 62 61 46 55
case 87 85 75 83 50 79
comp_form (complementizer form) 74 72 0 74 100 72
coord _form (coordinating conj.) 86 86 100 86 100 85
degree 89 88 50 87 0 87
det _type (determiner type) 95 95 - 95 - 95
fut (future) 86 86 - 86 - 86
gend (gender) 92 90 60 89 40 87
mood 90 90 - 90 - 90
num (number) 91 89 50 89 50 87
pass _asp (passive aspect) 80 80 100 79 0 79
perf (perfect) 86 85 0 86 100 85
pers (person) 85 84 83 82 50 79
pron _form (pronoun form) 73 73 - 73 - 73
pron _type (pronoun type) 71 70 0 71 100 70
tense 92 91 0 91 0 91

Table 2: F-scores (in %) in the 1,497 TiGer DB examples of our test set
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"Verheugen habe die Worte des Generalinspekteurs falsch interpretiert.”

21

[PRED

ADJUNCT

OBJ

106

SUBJ

1

'interpretierer<[1:Verheugen] [106:Wortp'

[PRED

SUBJ [NTYPE

PRED ‘falsch<[279-SUBJ:prop’

PRED 'pro’
[NSYN pronoun ]

PRON-TYPEnull

279 |ATYPE adverbial, DEG-DIM pos, DEGREE positive

‘Wort
[PRED 'Inspekteur

MOD {-12 [PRED'General ]}

N

ADJ-GEN

NSYN common

NTYPE

SPEC

NTYPE

NTYPE [

SPEC [DET [PRED

229

INSEM[COMMORount
INSYN common

[ PRED 'die’
DET [DET-TYPE def

NSYN proper

|ICASE nom, NUM sg, PERS 3

TNS-ASP [MOOD subjunctive, PERF +
ICLAUSE-TYPEdecl, PASSIVE -, STMT-TYPE decl, VTYPE main

Figure 3: F-structure for
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DET-TYPE def
ICASE gen, GEND masc, NUM sg, PERS 3

SEM[COMMORount ]]

'die’

]
]]
]]

ICASE acc, GEND neut, NUM pl, PERS 3
[PRED ‘'Verheugen

NSEM[PROPER[PROPER-TYPEnamq]]

—. TENSE pres ]

(2)




1. Falsch interpretiert habe die Worte des
Generalinspekteurs Verheugen.

2. Falsch interpretiert habe die Worte des
Generalinspekteures Verheugen.

3. Die Worte des Generalinspekteurs falsch
interpretiert habe Verheugen.

5. Die Worte des Generalinspekteurs habe Verheugen
falsch interpretiert.

7. Verheugen habe die Worte des Generalinspekteurs
falsch interpretiert.

11. Falsch interpretiert habe Verheugen die Worte des
Generalinspekteurs.

15. Die Worte des Generalinspekteurs interpretiert habe
Verheugen falsch.

17. Interpretiert habe die Worte des Generalinspekteurs
Verheugen falsch.

Using the feature templates presented in Riezler et al. (2002), Riezler and
Vasserman (2004) and Forst (2007a), we construct a list of 186,731 features that
can be used for training our log-linear modeOut of these, only 1,471 actually
occur in our training data. In the feature selection process of our training regime
(see Subsection 4.2), 360 features are chosen as the most discriminating; these are
used to rank alternative solutions when the model is applied. Table 3 gives a list of
the types of features used for realisation ranking.

We divide the features into three distinct categories: language model features
(LM), c-structure features (CF) and additional features (AF). For realisation rank-
ing, we do not use f-structure features, since the f-structure is given in the input.
Examples of c-structure features are the number of times a particular category label
occurs in a given c-structure, the number of children the nodes of a particular cate-
gory have, or the number of times one particular category label dominates another.
Examples of features that take both c- and f-structure information into account are
the relative order of grammatical functions (e.guES precedes @8J). As in Vell-
dal and Oepen (2005), we incorporate the language model score associated with the
string realisation for a particular structure as a feature in our model.

3For technical reasons, we were not able to include all the additional features we would have
liked to include. For example, we could not use features that capture the relative ordeswfi&r
PPs headed by given prepositions.
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Name of feature template and parameters Explanation

C-structure Features

cs_label <cat > counts number of occurrences of categargat> in the
c-structure

cs right _branch counts number of right children

cs _num.children <cat > counts number of children of all nodes of categeryat>

cs _adjacent _label <catl > <cat2 > counts the number of catl> nodes that immediately
dominate<cat2> nodes

cs_sub _label <catl > <cat2 > counts the number of catl> nodes that (not
necessarily immediately) dominatecat2> nodes

cs _embedded <cat > <Depth > counts the number of cat> nodes that dominate
(at least)< Depth> other<cat> nodes

cs_conj _nonpar <Depth > counts the number of coordinated c-structures that are

not parallel atcDepthi> levels under the
coordinated constituent

Additional Linguistically Motivated Features
ADD-PROP PATH counts given instantiations of functional uncertainty paths
ADD-PROP PRECEDE&GF1> <GF2> counts the number of times@GF1> precedes
a<GF2> of the same (sub-)f-structure
ADD-PROP PRECEDES&Lemma> <GF1> counts the number of times<aGF1> subcategorised

<GF2> for by a RRED <Lemma> precedes atGF2>
subcategorised for by the sameed
DISTANCE-TO-ANTECEDENT %X distance between a relative clause and its antecedent

Language Model Features

GENNGRAMSCORE %X 3-gram language model score assigned to the
generated sentence
GENWORLZOUNT %X number of words in the generate sentence

Table 3: Feature templates used for semi-automatic feature construction in realisa-
tion ranking

4 Realisation Ranking Experimental Setup

4.1 Data

We use the TIGER Treebank (Brants et al., 2002) to train and test our model. It
consists of just over 50,000 annotated sentences of German newspaper text. The
sentences have been annotated with morphological and syntactic information in
the form of functionally labelled graphs that may contain crossing and secondary
edges.

We split the data into training and test data using the same data split as in
Forst (2007a), i.e. sentences 8,001-10,000 of the TIGER Treebank are reserved
for evaluation. Within this section, we have 422 TIGER-annotation-compatible
f-structures, which are further divided into 86 development and 336 test structures.
We use the development set to tune the parameters of the log-linear model. Of the
86 heldout sentences and the 336 test sentences, 78 and 323 respectively are of
length>3 and hence are actually used for our final evaluation.

For training, we build a symmetric treebank of 8,609 packed c/f-structure rep-
resentations in a similar manner to Velldal et al. (2004). We do not include struc-
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tures for which only one string is generated, since the log-linear model for real-
isation ranking cannot learn anything from them. The symmetric treebank was
established using the following strategy:

1. Parse the input sentence from the TIGER Treebank.

2. Select all of the analyses that are compatible with the TIGER Treebank an-
notation.

3. Of all the TIGER-compatible analyses, choose the most likely c-/f-structure
pair according to the log-linear model for parse disambiguation.

4. Generate from the f-structure part of this analysis.

5. If the input string is contained in the set of output strings, add this sen-
tence and all of its corresponding c-/f-structure pairs to the training set. The
pair(s) that correspond(s) to the original corpus sentence is/are marked as the
intended structure(s), while all others are marked as unintended.

Theoretically all strings that can be parsed should be generated by the system,
but for reasons of efficiency, punctuation is often not generated in all possible posi-
tions, therefore resulting in an input string not being contained in the set of output
strings. Whenever this is the case for a given sentence, the c-/f-structure pairs asso-
ciated with it cannot be used for training. Evaluation can be carried out regardless
of this problem, but it has to be kept in mind that the original corpus string cannot
be generated for all input f-structures. In our test set, it is generated for only 62%
of them.

Tables 4 and 5 give information about the ambiguity of the training and test
data. For example, in the training data there are 1,206 structures with more than
100 string realisations. Most of the training and test structures have between 2 and
50 possible (and grammatical) string realisations. The average sentence length of
the training data is 11.3 and it is 12.8 for the test dafe tables also show that
the structures with more potential string realisations correspond to longer sentences
than the structures that are less ambiguous when generating.

4.2 Training

We train a log-linear model that maximises the conditional probability of the ob-
served corpus sentence given the corresponding f-structure. The model is trained
in a (semi-)supervised fashion on the 8,609 (partially) labelled structures of our
training set using theometc software provided with the XLE platforntometc
performs maximum likelihood estimation on standardised feature values and offers

“This is lower than the overall average sentence length of roughly 16 in TIGER because of the
restriction that the structure produced by the reversible grammar for any TIGER sentence be compat-
ible with the original TIGER graph. As the grammar develops further, we hope that longer sentences
can be included in both training and test data.
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String Realisations # of Strings| Average # of Words
> 100 1206 18.3
> 50,< 100 709 14.3
>10,< 50 3029 11.8
>1,<10 3665 7.6
Total 8609 11.3

Table 4: Number of structures and average sentence length according to ambiguity
classes in the training set

String Realisations # of Strings| Average # of Words
> 100 61 23.7
> 50,< 100 26 135
>10,< 50 120 11.6
>1,<10 129 7.8
Total 336 12.8

Table 5: Number of structures and average sentence length according to ambiguity
classes in the test set

several regularisation and/or feature selection techniques. We apply the combined
method of incremental feature selection dpdegularisation presented in Riezler
and Vasserman (2004), the corresponding parameters being adjusted on our heldout
set.

For technical reasons, the training was carried out on unpacked structures.
However, we hope to be able to train and test on packed structures in the future,
which will greatly increase efficiency.

5 Analysis of Results by Feature Type

Given the three distinct types of features in Table 3, we carry out a number of
smaller experiments on our heldout set, only training on a subset of features each
time. This is done in order to see what effect each group of features has on the
overall performance of the log-linear model, and to see what combination of feature
types performs best. We evaluate the most likely string produced by our system in
terms of two metricsexact matchandBLEU score (Papineni et al., 2002). Exact
match measures what percentage of the most probable strings are exactly identical
to the string from which the input structure was produced. BLEU score is a more
relaxed metric which measures the similarity between the selected string realisation
and the observed corpus string.

The results are given in Table 6. The results show that training on c-structure
features alone achieves the worst exact match and BLEU score. This is possibly
due to the nature of the c-structure features used, which were initially designed for
parse disambiguation. Therefore, future work is required to investigate whether
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Exact Matches (%) BLEU Score
Baseline 24 0.7291
LM 23 0.7034
CF 22 0.6824
AF 23 0.7060
LM+ CF 27 0.7529
LM + AF 33 0.7705
CF + AF 33 0.7303
LM + CF + AF 35 0.7808

Table 6: Results on the heldout set of training only on subsets of feature types

c-structure features more appropriate for realisation ranking can be devised. Train-
ing on language model features alone, or additional features alone, also does not
achieve very high results. Surprisingly, the log-linear model trained on language
model features alone performs worse than the baseline language model applied
directly. We cannot be sure what causes this, but one possible reason is that the
number of words is taken into account as a feature in the log-linear model, while
the language model does not use this feature. Another reason might be that be-
cause we are working with unpacked structures, we loose a lot of precision with
the log-linear model, so that often more than one solution is ranked highest. When
this happens, we choose a solution at random, which may not always reflect the
original language model scores. This problem generally does not arise with the
language model which assigns more precise scores. However, the combination of
language model features and additional features is the one that leads to the great-
est improvement in exact match and BLEU scores. It achieves a BLEU score of
0.7705, which is only a little less than the best result achieved by combining all
three feature types. The results thus suggest that the language model features and
the additional features contribute most to the model, while the c-structure features
contribute less. Nevertheless, the c-structure features are beneficial, since the best
results are achieved by combining the three feature types.

6 Final Evaluation

We first rank the generator output with a language model trained on the Huge
German Corpus (a collection of 200 million words of newspaper and other text)
using the SRILM toolkit. The results are given in Table 7, achieving exact match
of 27% and BLEU score of 0.7306 on the test set. In comparison to the results
reported by Velldal and Oepen (2005) for a similar experiment on English, these
results are markedly lower, presumably because of the relatively free word order
of German.

We then rank the output of the generator with our log-linear model as described
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Exact Match Upper Bound 62%
Exact Matches 27%
BLEU score 0.7306

Table 7: Results on the test set with the language model

above and give the results in Table 8. There is a noticeable improvement in quality.
Exact match increases from 27% to 37%, which corresponds to an error reduction
of 29%? and BLEU score increases from 0.7306 to 0.7939.

Exact Match Upper Bound 62%
Exact Matches 37%
BLEU score 0.7939

Table 8: Results on the test set with the log-linear model

There is very little comparable work on realization ranking for German. Ga-
mon et al. (2002) present work on learning the contexts for a particular subset of
linguistic operations; however, no evaluation of the overall system is given. The
work that comes closest to ours is that of Filippova and Strube (2007) who present
a two-step algorithm for determining constituent order in German. They predict
the surface order of the major non-verbal constituents in a German sentence, given
its dependency representation. They do not predict the position of the verb or
the order within constituents, nor do they generate word forms from lemmas fol-
lowed by morphological tags. Training and evaluation is carried out on Wikipedia
data and their algorithm outperforms four baseline models. They achieve an ex-
act match metric of 61%, i.e. for 61% of their corpus sentences, the order of the
major constituents generated matches the original order. At first sight, this result
looks very superior to the exact match metric of 37% we achieve, but when we take
into account that our upper bound for exact match is 62% as opposed to theirs of
100%, the results become comparable. Furthermore, it has to be taken into account
that many of the mismatches that we are penalized for result from generated word
forms that diverge from the forms in the corpus, a problem Filippova and Strube
(2007) do not deal with at all. This being said, this recent publication provides us
with many useful ideas of how to design further features relevant for the task of
realization ranking.

SRemember that the original corpus string is generated from only 62% of the f-structures of our
test set, which fixes the upper bound for exact match at 62% rather than 100%.
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7 Error Analysis

We had initially expected the increase in BLEU score to be greater than 0.0633,
since German is far less configurational than English and therefore we thought the
syntactic features used in the log-linear model would play an even greater role
in realisation ranking. However, in our experiments, the improvement was only

slightly greater than the improvement achieved by Velldal and Oepen (2005). In

this section, we present some of the more common errors that our system still
produces.

Word Choice Often there is more than one surface realisation for a particular
sequence of morphological tags. Sometimes the system chooses an incorrect
form for the sentence context, and sometimes it chooses a valid, though marked
or dispreferred, form. For example, from the structure in Figure 3, the system
chooses the following string as the most probable.

Verheugerhabedie Worter des Generalinspekteuresfalsch interpretiert.
Verheugerhad thewords of theinspector-general  wrongly interpreted.

There are two mismatches in this output string with respect to the original corpus
string. In the first case the system has chog&mter as the surface realisation

for the morpheme sequen@dort+NN.Neut.NGA.Ptather than the, in this case,
correct formWorte The difference between the two realisations is semantic; they
both translate awordsin English, butWorteis a more abstract concept referring

to a meaningful stretch of text or speech, wheM#ster is more concrete and can
refer, e.g., to the words in a dictionary.

In the second (less critical) case, the system has chosen to mark the genitive
case ofGeneralinspekteuwith esrather than thes that is in the original corpus
sentence. This is a relatively frequent alternation that is difficult to predict, and
there are other similar alternations in the dative case, for example.

The second case is merely a phonological variation and does not alter the pro-
jected meaning. The first case, however, is completely incorrect and should not
be generated. To correctly generate ongrtein this instance, the morphological
component of the system needs to be improved. The most obvious solution is to
have different lemmas for the different senses of (the pluralA@fjt In order to
improve the selection of the most natural variant of the genitive and dative mark-
ings, one solution might be to try and learn the most frequent variant for a given
lemma based on corpus statistics.

Placement of adjuncts Currently, there is no feature that captures the (relative)
location of particular types of adjuncts. In German, there is a strong tendency
for temporal adjuncts to appear early in the sentence, for example. Since the
system was not provided with data from which it could learn this generalisation, it
generated output like the following:
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Frauefarzte haben die Einschénkung umstrittener Antibabypillen
Gynaecologists have the restriction controversial birth control pills
wegen  erhbhter Thrombosegefaham Dienstagkritisiert.

because oincreasedisk of thrombosison Tuesday critisised.
‘Gynaecologists criticised the restriction on controversial birth control pills due to

increased risk of thrombosis on Tuesday.

where the temporal adjuncin Tuesdayvas generated very late in the sentence,
resulting in a highly marked utterance.

Discourse Information In many cases, the particular subtleties of an utterance
can only be generated using knowledge of the context in which it occurs. For
example, the following sentence appears in our development corpus:

Israelstellt denFriedensprozessachRabins Tod nichtin Frage
Israelputs the peace process after Rabin'sdeathnot in question
‘Israel does not challenge the peace process after Rabin’s death’

Our system generates the string:

NachRabins Tod stelltisraeldenFriedensprozesschtin Frage.
After Rabin’'sdeathputs Israelthe peace process not in question.

which, taken on its own, gets a BLEU score of 0. The sentence produced by our
system is a perfectly valid sentence and captures essentially the same information
as the original corpus sentence. However, without knowing anything about the
information structure within which this sentence is uttered, we have no way of
telling where the emphasis of the sentence is.

7.1 Additional Features

Itis clear from the errors outlined above that further features are required in order
to achieve improved realisation ranking. For example, a feature is required that
captures the placement of adjunct types so that the tendency of temporal adjuncts
to appear before locatives is captured correctly. Including information structure
features is also necessary for the improvement of the overall system. The work de-
scribed in this paper is part of a much larger project, and future research is already
planned to integrate information structure into the surface realisation process. Itis
yet to be seen whether these features could also be useful in parse disambiguation.
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8 Conclusion

In this paper, we have presented the features used in log-linear models for parse
disambiguation and realisation ranking for a large-scale German LFG. We train
both parse disambiguation and realisation ranking systems on over 8,000 partially
labelled structures and test on a heldout section of almost 2,000 sentences. In the
parse disambiguation experiments, we achieve an increase in error reduction of
16.5 points with the additional features over the simple template-based features
used in the parse disambiguation of English (Forst, 2007b). In the task of real-
isation ranking, we achieve an increase in exact match score from 27% to 37%
and an increase in BLEU score from 0.7306 to 0.7939 over a baseline language
model trained on a large corpus of German. We thus show that linguistically mo-
tivated features that were initially developed for the task of parse disambiguation
carry over rather well to the task of realisation ranking. Despite these encourag-
ing results, an error analysis of the realisation ranking shows that further features
are required by the log-linear model in order to improve the quality of the output
strings. It is also unclear how suitable the BLEU score as an evaluation metric is,
and further research into other metrics and a comparison with human evaluation is
necessary.
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Abstract

The distinction between raising and subject-control vedithough crucial
for the construction of semantics, is not easy to make gizeess to only the
local syntactic configuration of the sentence. In most odateaising verbs
and control verbs display identical superficial syntactiacture. Linguists
apply grammaticality tests to distinguish these verb dasur idea is to
learn to predict the raising-control distinction by simtirig such grammati-
cality judgments by means of pattern searches. Experimétitsegression
tree models show that using pattern counts from large urtatewcorpora
can be used to assess how likely a verb form is to appear iimgais. con-
trol constructions. For this task it is beneficial to use theehmlarger but also
noisier Web corpus rather than the smaller and cleaner Gighweorpus. A
similar methodology can be useful for detecting other lakgemantic dis-
tinctions: it could be used whenever a test employed to makgistically
interesting distinctions can be reduced to a pattern seéarah unannotated
corpus.

1 Introduction

In this paper we investigate to what degree very large unaibe corpora can be
useful in acquiring detailed specifications of verbal stbgarization: specifically
we attempt the task of detectimgising andsubject controlerbs.

The task of data-driven lexical acquisition is interestirgm at least two points
of view. First it can shed light on the process of lexical feag from linguistic
input in humans. Second, it is relevant for Natural Languaggineering, where
detailed information on subcategorization requiremefitexical items is useful
for parsing.

Distinguishing between raising and control verbs is a simalinteresting and
seldom investigated aspect of automatically acquirindpaklexical resources. In
this paper we propose to make a somewhat non-standard usgefunannotated
corpora to aid lexical acquisition. We extract featuresasded with raising and
control verbs in a large unannotated corpus, learn a modiehadistinguishes the
two classes using a small annotated (gold) corpus, and thefy \aow well our
model predicts the two classes in a held-out portion of tHd gorpus.

The errors our model makes may be partly be due to the linitatiof the
method we use, i.e. the features we extract or the learnirgpamésm we employ.
More interestingly, they may also reveal mistakes or ornoissiin the small gold
manually constructed resource when contrasted with usiagesge amounts of
naturally occurring data. In Section 6 we discuss thoseessumore detail.

The structure of the paper is as follows: In Section 2 we lyridéiscribe the
raising-control distinction and its treatment in LFG. Inc8en 3 we briefly discuss
previous work. In Section 4 we describe the methodology asdurces used,
while in Section 5 we present the experimental evaluatiamally in Section 6 we
discuss the implications of our results and present ourlosians.
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SUBJ [PRED ‘Mary’]
PRED  ‘seemXCOMP)SUBJ

suBl [ ] ]

XCOMP , ,
PRED ‘sleep(SuBJOBJ)

Figure 1: F-structure foMary seems to slegfpaising - functional control)

[suy [PRED ‘Mary’}
PRED ‘try (SUBJ COMP)’

SUBJ [PRED ‘pro’}
COMP

PRED ‘sleep(SUBJ,0BJ)’

Figure 2: F-structure foMary tries to sleeganaphoric control)

2 Raising and control verbs

In Englishraising verbs are verbs suchseem They require a syntactic subject
which does not correspond to a semantic argument.

Subject controlerbs are matrix verbs such &y one of whose arguments is
shared with the the subordinate verg'sBJ In Dalrymple (2001) they receive a
treatment in terms of obligatory anaphoric control, whiedomMPs SUBJsS PRED
value is bound to the matrix verb&uBJ(see Fig. 2).

In Bresnan (2001) subject control verbs are treated in terdnfisnctional con-
trol similar to raising verbs (see Fig. 3). In this type of s the only thing
distinguishing raising constructions from control constions is the subcat frame
(semantic form): the fact that the subject argument is n@maastic argument of
the raising verb is indicated notationally by putting it side the angle brackets:
‘seemXCOMP)SUBJ.

Whichever analysis one adopts, the distinction betweesingiiand control
verbs is important as it affects meaning: the predicate @addyseemss unary
whereas the one encoded toy is binary. Thus it is crucial when constructing the
semantic argument structure for a verb with a non-finite dempnt.

There are a number of constructions which distinguish betwbose two verb
classes:

(1) a. Itseemed to rain.
b. There seems to be a problem.
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SUBJ [PRED ‘Mary’]
PRED ‘try(xcovw,s@
suBl [ ]

XCOMP , ,
PRED ‘sleep(SuBJOBJ)

Figure 3: F-structure foMary tries to sleegfunctional control)

c. Did she leave? *She seemed.

(2) a. *Ittried torain.
b. * There tried to be a problem.
c. Did she leave? She tried.

English raising verbs appear with dummy subjects as in elesn{ia) and
(1b). They do not admit VP drop (1c). Control verbs exhibé tipposite behavior
as shown in (2).

3 Previouswork

In most contexts, raising verbs and control verbs displaypiidal superficial syn-
tactic structure. Many resources meant to provide traiming evaluation material
for data-driven computational methods do not encode trsngaicontrol distinc-
tion in any way; examples include the Penn Treebank (Martud.,e1994), or
the PARC 700 Dependency Bank (King et al., 2003). O’Donowviaal.e(2005)
implement a large scale system for acquiring LFG semantim$ausing the Penn
Treebank but do not differentiate between frames for rgigind control verbs.

Briscoe and Carroll (1997) mention in passing that the faat argument slots
of different subcategorization frames for the same verlyestize same semantic
restrictions could be used to learn about alternations #b participates in and
thus make inferences about raising and control facts. Hemvour knowledge
neither they nor other researchers have followed on thesssidnd there have been
no studies specifically focusing on acquiring the raisingtool distinction.

In the following sections we investigate whether frequenoynts from very
large corpora can be used to reliably distinguish those b elasses.

4 Methods

The raising-control distinction is not easy to make giveness to only the local
syntactic configuration of the sentence. However, spedkave little difficulty
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NP-ARG; ... VP
N'|\‘P VBZ S-...ARG;
| TN
Mary seems NP VP
| P
t TO VP
| |
to VB
|
sleep

Figure 4: Propbank-style annotation for the raising carcston withseem

in applying grammaticality tests such as those in exampléo(dlistinguish these
verb classes. Our idea is to simulate making those gramatiatigudgements.
We hypothesize that the absence of evidence approximatdsnee of absence: a
simple construction, if it is grammatical, is bound to shgwitua sufficiently large
amount of naturally occurring language data. So a gramuatdgidest reduces to a
pattern search in a corpus.

There are two complicating factors:

¢ the need for a very large corpus to minimize the chance tleaalisence of
matches is accidental rather than systematic

¢ the inevitable presence of noise in the form of false pasitivatches, for
example caused by misspellings, interlinguistic intenfexe or automatically
generated pseudo-language.

These two factors have to be traded off against each otherpaig with carefully
selected text samples is likely to be mostly free of noisevilitprobably be too
small to avoid false negatives. Conversely, a terabyteescarpus will almost
inevitably contain some proportion of false positives dueaaise.

We use two types of corpora in our study. First we use a retismall corpus
annotated with syntactic structure and semantic roles,ehathe English Prop-
bank (Palmer et al., 2005). This contains the same text aBnigiish Penn Tree-
bank. Each verb form is annotated with the labeled semargimaents it governs.
The semantic roles are to a large extent verb-specific andwardered agRGg
throughARGs. In generalaARGy can be said to correspond to a prototypical Agent
(Dowty, 1991) andarG; is the prototypical Patient. The higher-numbered roles
are completely verb specific and no generalizations can loerabout them.
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NP-ARG VP

NNP  vBz  S-ARG,
| | T
Mary tries NP VP
| P

t TO VP

| |

to VB

|

sleep

Figure 5: Propbank-style annotation for the control carton withtry

Thanks to the information about semantic roles which Proglennotations
add to Penn treebank trees, it is possible to distinguistingiiand control con-
structions. In Figures 4 and 5 we present the analyses tlaab@e raising and
control verbs receive in Propbank. In the case of the raisimgstruction with
seemthere is a single (discontinuous) semantic argumet;. In contrast, in a
control construction the vertoy has two argumentsRGy andARG;.

We use the English Propbank to extract verb forms which apape&ast 3
times in contructions with non-finite complementsEor each verb form we also
extract the form of the complement (to-infinitive or gerundd each verb formy
we assign the maximume-likelihood estimate ofrgsing probability Pr(v), i.e.
the proportion of times it appears in raising constructioie take the presence of
the ARGy semantic argument to indicate a subject control constmaiind its lack
to indicate a raising construction. The resulting list 0012rbs forms is randomly
divided into a training set and test set of equal sizes.

The second type of resource we use is a large-scale unasthatatpus of
English text. We experiment with two such corpora Gigawdedaff, 2003) (1.7
billion words of newswire) and the English web pages inddxgdahoo!.

Those large corpora are used to extract frequencies of mowe of the verb
forms in context that are indicative of the degree to whigytban appear in raising
contructions (i.ePr(v)). From those frequency counts we derive features used to
train regression models that will predig% (v) for each verb form.

There are a number of choices as to how to extract the mostiative occur-
rence frequency counts. In this study we decided to try toimgmrammaticality

1The extraction is not 100% reliable, due to annotation srimthe Penn Treebank. For example
in several cases the participle usesafdas inX is said to Yis mistagged as past tense, which is why
saidappears among our 120 verb forms.
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tests used by linguists in distinguishing between raisimd) @ntrol constructions.
The assumption which enables us to approximate grammigtigadigements by
corpus searches is that any simple grammatical construigieery likely to occur
in a sufficiently large corpus. There are some importantifications that need
to be made about its validity. The construction in questiooutd be as simple as
possible and ideally contain high frequency lexical iteriife semantics associ-
ated with it should be plausible. The search pattern itselfikl be possible to run
on un-annotated data and still be resistant to noise.

Those are quite strict prerequisites and it can be hard td kearch patterns
that satisfy all of them. For example it is challenging to eoup with a template
based on the grammaticality test in (1a) and (2a) which vatlsuffer from some
shortcomingsit X to rain depends on the lexical itemain which is not high fre-
guency enough for most corpus sizes. Even in combinatiom tivé most common
raising verb,it seemed to raironly occurs in two unigque sentences in Gigaword.
For the test in (1c) and (2c), with access just to un-anndtdtga it would very
hard to detect those sentence-final strings such as “seewigdh are VP-drop.
An additional complication is that Web search indexes sctiadnoo! do not typi-
cally include punctuation which makes it impossible to desentence boundaries.
Thus in the experiments described below we use the seartdrmbased on the
test b vs b, which we deemed the most robust.

For each verb forny" tested, we build patterns using the following templates:

(3) a. therél to be
b. therel being

(4) a Vtobe
b. V being

Version (a) or (b) is chosen depending on the complementttyp&erb takes.
String (3) is our test pattern which is meant to check whetleé form X is gram-
matical in raising constructions. String (4) is the backgm frequency of verb
form V with a non-finite complement. The ratio of (3) to (4) gives hs tnaxi-
mum likelihood estimate of the probability of dumntiyerein nonfinite comple-
ment contexts.

Gigaword contains articles or portions of articles that r@geated: to correct
for inflated counts caused by this we remove duplicate lin@s fthe corpus in a
preprocessing step. We match patterns by ignoring uppesficase.

In the case of the Web we use the Yahoo! search API — we redigctearch
to English-language pages, thus relying on Yahoo!'s laggt@etection method,
and use theotal result availablenumber as our frequency count, thus trusting the
estimate Yahoo! provides. All the web frequency counts weikected on a single
day (July 1 2007) and stored to ensure consistency betwgqmriments.

154



5 Experiments

We performed experiments with two corpora: Gigaword andvile. We search
for occurrences of the pattern strings (3) and (4) and foheacb form we gather
the following scores:

e (1 (v) = frequency of pattern (3)

e (3 (v) = frequency of pattern (4)

o C1(v)/Ca(v)

5.1 Modeds

We experiment with two baselines and a regression tree ntodehrn to predict
Pg(v) from training examples. As a metric for evaluating the gyaif the models,
both during cross-validating and for final evaluation, we tise Mean Squared
Error (MSE). For the list of gold scores and the list of predicted scordsfor n
verb forms, this metric is defined as follows:

MSE = % g(vi — ;)2 (5)

Mean This is a very simple baseline: for each verb we form preéigtv) to be
the meanPr, in the training set.

Linear regression This baseline is the linear regression model fitted to trgjni
data using” (v)/C5(v) as the sole explanatory variable. The model for Gigaword
dataisPr = 13.2936 x C1(v)/Cs(v)+0.2741, while the Web model has the form
Pr = 11.5011 x C1(v)/Ca(v) + 0.2547.

Regression tree This is the model obtained by inducing a regression tree.-A re
gression tree is simply a type of decision tree where theoresp at each leaf is a
real number. The tree is built using the recursive partitignmethod of Breiman
et al. (1984), as implemented in thgart R package (Therneau et al., 2007; Th-
erneau and Atkinson, 2000).

We chose this model because of its relative simplicity aadgparency. At this
stage our main goal was to gain insight from our data ratheam #imply maximize
performance.

The algorithm starts by grouping all training examples imale node. At each
step a split (i.e. a value of one of the features) is choseraititipn the training
examples at the current no@&n such a way as to maximize the splitting criterion:

SSp — (SSr + SSr) (6)
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G/C <47x107* G/C <21x107%

Pr =10.126 Pr =0.919 Pr =0.041 Pr =0.756

Figure 6: The regression tree model: left for Gigaword detgdnt for Web data

Model | Gigaword MSE| Yahoo Web MSE
Mean 0.194 0.194
Linear regressio 0.165 0.164
Regression tree 0.134 0.110

Table 1: Evaluation results on the test set

SSt is the within node sum of squares for the current n@tewvherey; is the
output value for the!” training example at nodE and7 is the mean of the outputs
of examples at node'’

SSr=> (yi —7)? (7
7
SSr, and SSgr are sums of squares for the left and right child given by thé sp
under consideration.

The same step is applied recursively to both children nodékthe maximum
number of splits is reached or no further splits are possilfler each node the
predicted response is the mean of the instances in this Aduetree constructed
in this fashion is then pruned using leave-one-out crofidat#on in order to find
the tree which minimizes Mean Squared Error.

In our experiments we start with all three features but traultang pruned
trees only use the ratio featufg (v)/Cz(v): trees with more depth increase cross-
validated error. Figure 6 shows the regression trees fdr brperiments. For the
Gigaword tree the top node is split@ (v)/Ca(v) < 4.7 x 10~* and for the Web
tree atC (v)/Ca(v) > 2.1 x 1074

5.2 Resaults

In Table 1 we report the Mean Squared Error score on the té$oiseounts ex-
tracted from the Gigaword and the Yahoo Web achieved by thdetso

Our results show that foregression tree the Web counts give models with
lower error on test data in comparison to the Gigaword-basedel.
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Figure 7: Results for Gigaword regression tree

Since both regression trees are of depth 2, in effect bo#s tpartition verb
forms into two classes: predominantly raising verbs andi@m@nantly control
verbs. Figures 7 and 8 illustrate how well that partitionageges verb forms in
the test data. Both figures plat, againstC; on a logarithmic scale. Each dot
represents a verb form; the varying color indicates theofaihg: black stands for
gold Pr(v) = 0 and red forPr(v) = 1, with intermediate colors encoding values
between 0 and 1. The black curve on each plot separates pothtssame fashion
as the top node in the regression tree model,Gigv) = 4.7 x 10* x Cy(v) for
the Gigaword tree and(v) = 2.1 x 10* x Cy(v) for the Web tree.

The complete results obtained by the regression tree maodeated with the
Gigaword and Web counts for the verb forms in the Propbamkeie test set are
included in Tables 2 and 3. Column three shows the valueBrdf) estimated
from Propbank; the following two columns show the predicti®f the Gigaword
model, the squared errors for that prediction, and analegaumbers for the Web
model in the last two columns.

Among the 60 verb forms in the test set, the Gigaword regvessiee has
squared errors larger than 0.25 for 10 verb forms. The cparding Web model
has squared errors above 0.25 for 8 verb forms.
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Figure 8: Results for Web regression tree

In some cases where the models disagree with the Propbaivkdigold stan-
dard they are not necessarily wrong. For example both thessmn tree models
give a highPg(promised) based on occurrences of strings sucta$300 apiece
there promised to be a tremendous profit in the thikgch seem genuine raising
usages. However, all the usespsdbmised tan Propbank are classified as control,
which results in a gold°g (promised) = 0.

In our experiments we did not group all the inflected forms atheverb to-
gether — rather we treat each verb-form as a separate exaiptemeans that we
have more training and test examples; but also that theffewesr frequency counts
for each individual example. Grouping the verb forms togetmight change our
numbers somewhat but we do not expect this effect to be large.

6 Discussion

The experiments show that using pattern counts from largeoca can be used to
assess how likely a verb form is to appear in raising vs. cbewnstructions. We
evaluated two simple models and showed that they performhrbatter than the
baseline.

158



Table 2: Regression tree results on test set - part 1

Form Complement|| Gold Pr || Giga | Giga SE|| Web | Web SE
afford TO 0 0.126| 0.0159| 0.041| 0.0017
agreed | TO 0 0.126| 0.0159| 0.041| 0.0017
aims TO 0 0.126| 0.0159| 0.041| 0.0017
appeared TO 1 0.919| 0.0065| 0.756| 0.0594
attempt | TO 0 0.126| 0.0159| 0.041| 0.0017
began TO 0.609 0.919| 0.0966| 0.756| 0.0218
begin TO 1 0.126| 0.7634| 0.756| 0.0594
came TO 1 0.919| 0.0065| 0.756| 0.0594
chose TO 0 0.126| 0.0159| 0.041| 0.0017
decide | TO 0 0.126| 0.0159| 0.041| 0.0017
decline | TO 0 0.126| 0.0159| 0.041| 0.0017
declined | TO 0 0.126| 0.0159| 0.041| 0.0017
declines | TO 0 0.126| 0.0159| 0.041| 0.0017
expected| TO 0 0.126| 0.0159| 0.041| 0.0017
failed TO 1 0.126| 0.7634| 0.756| 0.0594
get TO 0.667 0.919| 0.0639| 0.756| 0.0080
happen | TO 1 0.919| 0.0065| 0.756| 0.0594
helped | TO 0 0.126| 0.0159| 0.041| 0.0017
hesitate | TO 0 0.126| 0.0159| 0.041| 0.0017
hope TO 0 0.126| 0.0159| 0.041| 0.0017
hoped TO 0 0.126| 0.0159| 0.041| 0.0017
include | VBG 1 0.126| 0.7634| 0.041| 0.9193
intend TO 0 0.126| 0.0159| 0.041| 0.0017
intended | TO 0 0.126| 0.0159| 0.041| 0.0017
intends | TO 0 0.919| 0.8454| 0.041| 0.0017
like TO 0 0.126| 0.0159| 0.041| 0.0017
likes TO 0 0.126| 0.0159| 0.041| 0.0017
moved | TO 0.2 0.126| 0.0054| 0.041| 0.0252
offer TO 0 0.126| 0.0159| 0.041| 0.0017
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Table 3: Regression tree results on test set - part 2

Form Complement|| Gold Py || Giga | Giga SE|| Web | Web SE
plan TO 0 0.126| 0.0159| 0.041| 0.0017
planned | TO 0 0.126| 0.0159| 0.041| 0.0017
prefer TO 0 0.126| 0.0159| 0.041| 0.0017
prepared | TO 0 0.126| 0.0159| 0.041| 0.0017
promised | TO 0 0.919| 0.8454| 0.756| 0.5718
promises | TO 0.111 0.919| 0.6534| 0.756| 0.4161
proposed | TO 0 0.126| 0.0159| 0.041| 0.0017
prove TO 1 0.126| 0.7634| 0.041| 0.9193
refuse TO 0 0.126| 0.0159| 0.041| 0.0017
remains | TO 1 0.919| 0.0065| 0.756| 0.0594
said TO 1 0.126| 0.7634| 0.041| 0.9193
scrambled| TO 0 0.126| 0.0159| 0.756| 0.5718
seeks TO 0 0.126| 0.0159| 0.041| 0.0017
seemed | TO 1 0.919| 0.0065| 0.756| 0.0594
seems TO 1 0.919| 0.0065| 0.756| 0.0594
serve TO 0 0.126| 0.0159| 0.041| 0.0017
served TO 0 0.126| 0.0159| 0.041| 0.0017
start TO 0.667 0.126| 0.2920| 0.756| 0.0080
started TO 0.778 0.919| 0.0201| 0.756| 0.0005
stood TO 1 0.126| 0.7634| 0.041| 0.9193
struggles | TO 0 0.126| 0.0159| 0.041| 0.0017
tend TO 1 0.919| 0.0065| 0.756| 0.0594
threatens | TO 0 0.126| 0.0159| 0.756| 0.5718
tries TO 0 0.126| 0.0159| 0.041| 0.0017
turnout | TO 1 0.919| 0.0065| 0.756| 0.0594
turnsout | TO 1 0.919| 0.0065| 0.756| 0.0594
vote TO 0 0.126| 0.0159| 0.041| 0.0017
voted TO 0 0.126| 0.0159| 0.041| 0.0017
want TO 0 0.126| 0.0159| 0.041| 0.0017
wish TO 0 0.126| 0.0159| 0.041| 0.0017
worked TO 0 0.126| 0.0159| 0.041| 0.0017
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It also seems that for this task it is beneficial to use the maigfer but also
noisier Web corpus rather than the relatively small andrcl€gaword. The
method we used is to a certain extent robust to noise and kefrefin the sheer
quantity of data available on the web.

Similar methodology might be useful for detecting otheiidak semantic dis-
tinctions: it could be used whenever a test employed to miakeiktically inter-
esting distinctions can be reduced to a pattern search imamnotated corpus.
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Abstract

In this paper, the noun incorporation (NI) construction in Chuj and
K’ichee’ Mayan is examined. Formal explanations are proposed using
the non-projecting semantic argument (NPSA) within the Lexical Func-
tional Grammar (LFG) architecture. Derivational morphology indicates
that NI is an analytical construct, and by inference, is post-lexically
formed. Traditional N1 semantic analyses, although productive, fall
short of a full accounting. Consequently I show that the incorpora-
ted noun (INCORPORATE) represents a hybrid category of grammatical
function (GF) that displays a mix of properties acquired from proto-
typical subcategorized GFs and non-subcategorized ADJUNCTS.

1 Introduction

In this paper, I examine the noun incorporation (NI) construction in Chuj
and K’ichee’ Mayan.! Of particular interest in Chuj is the NI construction’s
striking dialectical variation, and its variety of stranded modifiers unknown
in other Mayan languages. In K’ichee’s NI construction, an apparent anomaly
exists in that the incorporated noun can control verb agreement in an oth-
erwise standard intransitive predicate.

This paper addresses two issues. The first concerns the NI construction’s
morphosyntax. Traditionally two fundamentally opposing approaches have
been pursued based on the following assumptions. Is NI a morpholexical
construct (Di Sciullo and Williams 1987; Mithun 1984), a syntactic con-
struct (Baker 1988; Sadock 1986), or is it both (Ball 2005; Van Geenhoven
1998a)? It is apparent that the two opposing approaches are overly re-
liant on theory-internal assumptions, and ultimately, remain artifacts of a
syntactic-semantic isomorphism. In addition, Van Geenhoven’s (1998) se-
mantic incorporation, although productive, is a strictly semantic account,

T wish to thank Ash Asudeh for his assistance particularly with the semantics and
George Aaron Broadwell for his assistance as well. I also wish to thank Doug Ball, Emily
Bender, Joan Bresnan, Miriam Butt, Paul Kroeger, and Michael Wescoat for their ques-
tions and helpful comments. Finally I particularly wish to thank my K’ichee’ Maya con-
sultant, Rafael of Solol4d, Guatemala. All the usual disclaimers apply.

! Chuj is spoken in the towns of San Sebastian Coatan, Nenton, and San Mateo Ixta-
tan all located in Guatemala’s Cuchumatén mountains (Hopkins (1967:Intro.); Maxwell
(1976:Fn.1); Williams and Williams (1966:219)). The Unified Mayan Alphabet (UMA),
as adopted by the Academy of Mayan Languages of Guatemala, is used in this paper and
not IPA symbols. Unless otherwise indicated, the K’ichee’ data are from the author’s
field work. Note the following abbreviations: first, second, third person = 1, 2, 3, abso-
lutive agreement marker = ABs, actor focus = AF, (absolutive) antipassive = AP, clitic =
CL, completive = coM, derived transitive verb = DT, determiner = DET, ergative agree-
ment marker = ERG, genitive = GEN, incompletive aspect = INC, independent pronoun =
INDPRO, intransitive = INTR, interrogative = INT, irrealis = IRR, negative = NEG, nom-
inalizing suffix = NOM, noun-incorporation = NI, passive = PAS, transitive/intransitive
phrase final marker = T/1PF, plural = PL, preposition = P, relational noun (phrase) =
RN(P), singular = s, lexical stem forming vowel = SFv, transitive = TRA.
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and fails to adequately explain NI’s unique morphosyntax. My discussion
moves away from the prototypical approaches, due, in some part, to the
availability of more fine-grained semantic analyses, LFG’s monostratal archi-
tecture (Kaplan and Bresnan 1982), and the atomicity of lexical integrity
(Bresnan and Mchombo 1995).

The second issue concerns the incorporated noun’s representation and
the complex cluster of morphosyntactic and semantic properties associated
with it. The incorporated noun’s representation includes its syntactic struc-
ture, agreement behavior, scopal properties, and semantic expression and
composition. Van Geenhoven’s (1998) semantic incorporation is a promising
point of departure for a truth-conditional analysis of NI. I argue, however,
that to adequately account for all types of NI requires the recognition of a
syntactic element in the form of a grammatical function, the INCORPORATE,
as first discussed in Asudeh (2007) and Asudeh and Ball (2005). As a non-
set valued, non-subcategorized ADJUNCT (Asudeh 2007), the INCORPORATE
links, I propose, to a thematic role in the argument structure, making the
INCORPORATE indispensable to a principled explanation of analytic N1.2

The remainder of this paper is ordered in the following way. I review Chuj
and K’ichee’ NI data paying attention to the unusual dialectical variation of
NI in Chuj. A discussion follows about the semantics of bare indefinites from
various authors, and the non-projecting semantic argument (NPSA) (Asudeh
2007; Asudeh and Ball 2005). Following that is a presentation of the Chuj
and K’ichee’ NI data within the LFG framework. The paper ends with an
elaboration of the INCORPORATE as a part-argument, part-adjunct GF.

2 Noun incorporation in Chuj

NI in Chuj occurs when the direct object, in the form of an unmarked noun
stem, is ‘incorporated’ into the verb. When N incorporates, the NI verb
detransitivizes. As an intransitive, the noun incorporating verb is uncontro-
versial because of multiple indicators of intransitivity in the verb morphology.

2.1 About Chuj

An active transitive clause with VOS word order is shown in example (1).
England (1991:463-464) claims that in the San Mateo Ixtatan dialect, both
VSO and VOS are permitted. But in San Sebastidan Coatén, basic word
order is VSO only:?

% Elsewhere I suggest an alternate, lexicon-based analysis for synthetic N1 found in, for
example, the lowland Mayan languages of Ch’orti’, Itzaj, and Yukatek Mayan.

3 (ss) refers to the San Sebastian Coatan dialect of Chuj while (sm) refers to the San
Mateo Ixtatan dialect of Chuj as spoken in Guatemala.
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(1) Ix-s-mak’ waj Xun ix Malin CHUJ
coM-3sERG-hit NC John NC¢ Mary
‘Mary hit John (Dayley 1981:35).’

Example (2) shows a root intransitive (Maxwell 1976:131). Intransitives
in Chuj are characterized by having a single agreement marker, called the
Set B absolutive (ABS), mark the SUBJ (Maxwell 1976:128):

(2) Tz-onh-b’ey-i (ss)
INC-1PLABS-walk-1PF
‘We walk (Maxwell 1976:130)."

Let us now look at the NI construction in Chuj, as shown in (3):

(3) a. Ix-ach-mak’-w-i anima (sm)
COM-2SABS-hit-NI-IPF people
‘You hit people (Dayley 1981:35).
b. Ix-in-al-w-i ab’ix (sm)
COM-18ABS-tell-NI-IPF stories
‘T told stories (Maxwell 1976:131).’

With regards to verb agreement, the absolutive also marks subject agreement
in the intransitive N1 verb (Maxwell 1976:135). Thus it can be safely assumed
that Chuj’s incorporated noun never controls verb agreement.

2.2 Restrictions on Chuj’s incorporated nouns

This section reviews all the restrictions on the incorporated nouns of the San
Mateo and San Sebastian dialects of Chuj.

2.2.1 Generic restrictions on Chuj’s incorporated nouns

Maxwell (1976:133) distinguishes two divergent forms of the incorporated
noun in Chuj. Let us begin our review with elements of the incorporated
noun common to the dialects of Guatemalan Chuj.

In both Chuj’s dialects, generic limitations on incorporated nouns in-
clude, but are not limited to, the following restrictions. The incorporated
noun may not be modified by a determiner (4a), by a number, or by a noun
classifier. In addition, it cannot be possessed (4b) (Maxwell 1976:132):

(4) a. *Ix-in-kuy-w nik anma’ (sm/ss)
COM-1SABS-teach-NI DET people
(*I taught the people (Maxwell 1976:132).")

* Interlinear glosses of the Chuj data are drawn mainly from Dayley (1981), Hopkins
(1967), Maxwell (1976), Robertson (1980, 1992), and Williams and Williams (1966).
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b. *Ix-in-ten-w he-lu'um (sMm/ss)
COM-1SABS-mash-NI 2sPoss-dirt
(*I mashed your dirt (Maxwell 1976:133).7)

2.2.2 Further restrictions on San Mateo’s incorporated noun

San Mateo’s incorporated noun has two further restrictions, neither of which
apply to San Sebastian’s (Maxwell 1976:133). Post-nominal modifying ad-
jectives (5a), and relativization (5b), are disallowed in San Mateo:

(5) a. *Ix-in-al-w-i ab’ix kuseltak (sm)
COM-1sABs-tell-NI-1PF story sad
(*T told a sad story (Maxwell 1976:133).7)
b. *Ix-in-kuy-w-i anima s-mun-1-aj t’atik  (sMm)
COM-18A-teach-NI-IPF people 3SERG-work-TRA-INT here
(*I taught the people who work here (Maxwell 1976:133).")

Nonetheless a limited number of adjectives precede incorporated nouns in
San Mateo, although these adjectives form adjective-noun compounds (6a)
(Maxwell 1976:133-4). San Mateo’s incorporated noun can also be a noun-
noun (N-N) compound (Maxwell 1976:fn.4):

(6) Ix-in-pak-w-i takinh-awal (sm)
COM-1SABS-bend-NI-TPF ADJEC:dry-cornstalks
‘T bent dry cornstalks (Maxwell 1976:134).’

With regards to verb agreement, the subject (agent) of the transitive
controls the verb’s ergative agreement marker while the object (patient) con-
trols the verb’s absolutive agreement marker (Maxwell 1976:135). However
with regards to the NI verb, the subject controls the verb’s sole agreement
marker, the absolutive. In sum, only bare indefinites and adjective-noun and
noun-noun compounds can function as incorporated nouns in San Mateo.

2.2.3 Fewer restrictions on San Sebastian’s incorporated noun

In contrast to San Mateo’s, San Sebastidn’s incorporated noun is far less
constrained, differing in two fundamental ways. San Sebastian’s incorpora-
ted noun allows prenominal (non-compounding) adjectives and postnominal
adjectives, and limited types of relative clauses (Maxwell 1976:135, 137).

San Sebastidn’s incorporated noun allows ‘some preceding adjectives,’
but crucially these prenominal adjectives, like al ‘heavy’ in (7), appear not
to form adjective-noun compounds (Maxwell 1976:135). And adjectives, also
like al ‘heavy’ in (7), can appear postnominally (Maxwell 1976:136):
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(7) Hin-man-w  {al  liwru, liwru al} (ss)
1sABs-buy-NI heavy book, book heavy
‘I bought a heavy book (Maxwell 1976:135)."

Secondly the two restrictions on San Mateo’s incorporated noun, as shown
in (5a, b) do not apply to San Sebastidn’s incorporated noun (Maxwell
1976:136-7). But not all relative clauses are allowed, as shown in (8c):

(8) a. Ix-in-awt-w hunh ix-il-c[halj-i (s9)

COM-1SABS-read-NI paper COM-see-PAS-IPF
‘I read the paper (that) was seen (Maxwell 1976:137).’

b. Hin-man-w  lum ajtil x-in-el-a (s9)
1sABSs-buy-NI land where COM-1SABS-see-TPF
‘I bought the land where you saw me (Maxwell 1976:137).’

c. *Ix-in-awt-w hunh ix-w-il-a (ss)
COM-18ABSs-read-NI paper COM-1SERG-see-TPF
(*T read the paper I saw (Maxwell 1976:137).7)

In sum, only San Sebastian allows adjectives as non-compounding prenom-
inal modifiers, and adjectives and relative clauses as postnominal modifiers.

2.2.4 Noun incorporation in Chuj’s agentives and instrumentals

Finally let us examine the ‘incorporation of objects into NPs,” the agentives
(9a), and the instrumentals (9b) (Maxwell 1976:138):

(9) a. Tz'ib>-m hu’unh (ss)
write-AGT paper
‘Writer of papers (Maxwell 1976:138).’
b. Tz’ib’-l-ab’ hu’unh (ss)
write-NOM-INSTR paper
‘Writing tool for paper (Maxwell 1976:138).

The —(u)m suffix (SM) represents the nominalizing actor morpheme (Hop-
kins 1967:92-3, 257), while the —ap’ suffix (SM) represents the instrument
morpheme (Hopkins 1967:85, 253). Note that the bare indefinites of the
nominalized forms are constrained in exactly the same manner as are the
incorporated nouns of the NI verb construction.

The nominalization data afford us an important insight into the for-
mation of NI constructions. The initial word in the two-word construction
is marked for the appropriate agentive or instrumental nominalization, and
not the second word, the incorporated noun. On the assumption that deriva-
tional processes occur only in the lexicon, we are able to conclude from the
data that NI is an analytic construction. Accordingly, we can reasonably
infer that NI is post-lexically formed.
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2.3 The semantics of noun incorporation

As noted above, the NI construction and its structural aspects have been the
subject of a long and contentious debate in American linguistics. However
in recent years, NI has received increased attention from semanticists. The
semantic focus has been primarily on argument structure, on NI’s unique
scopal properties, and on the incorporated noun’s role as a discourse an-
tecedent. In this section, I briefly examine the semantics of NI, beginning
with the seminal research of Van Geenhoven (1995; 1996; 1997; 1998a,b)
followed by the more recent analyses of Chung and Ladusaw (2004).

2.3.1 The semantics of the bare indefinite

In this section, I review Van Geenhoven’s structural and semantic approa-
ches to NI in West Greenlandic. Van Geenhoven considers the historical
debate about NI as either a lexically or syntactically formed construction to
be the result of an uncritical acceptance of the theta criterion (Chomsky
1981). From a truth-conditional perspective, Van Geenhoven reasons that
the theta criterion cannot adequately account for the syntactic expression
of the argument structure of an incorporating verb. Instead she suggests
that lexical and syntactic explanations can co-exist. Accordingly she recom-
mends a structural representation of morphological NI word formation that
is a ‘syntactically base generated’ sub-phrasal construction.

The fallacy in Van Geenhoven’s structural analysis rests on the assump-
tion that lexical categories can only participate in lexical operations. None-
theless the focus of Van Geenhoven’s analysis of NI is predominantly seman-
tic. She analyzes West Greenlandic incorporated nouns, English and West
Germanic bare plurals, German split topics, and existentials as instances of
narrow scope indefinites. Essentially Van Geenhoven identifies incorporated
nouns as predicative indefinites, interpreting them and most other narrow
scope indefinites as property-denoting descriptions. She claims that incor-
porated nouns provide a predicate that is absorbed by the incorporating verb
as a restriction on the internal argument of the incorporating verb. Van
Geenhoven refers to the semantic process of the absorption of predicative
indefinites as semantic incorporation, which, during the process, generates
the narrow scope of the incorporated noun. For type theory, predicative
indefinites are type (e, t), while free variables are type (e) (cf. Partee 1987).

Example (10a) shows a West Greenlandic standard transitive, and (10b)
shows its predicate logic analysis by Van Geenhoven (1998b:243):

(10) a. Nuka-p iipili neri-v-a-a. W. GREENLANDIC
Nuka-ERG apple-ABS eat-IND-[+TR]-35G.3SG
‘Nuka ate a particular apple (Van Geenhoven 1998h:243).

b. )\ye)\fb"e [eat(x,y)]
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c. Nuka iipili-tur-p-u-q. WEST GREENLANDIC
Nuka-ABS apple-eat-IND-[-TR]|-3SG
‘Nuka ate an apple/apples (Van Geenhoven 1998b:240).’

d. AP.ct>Aze3y [eat(z,y) A P(y)]

Example (10c) shows a West Greenlandic NI verb, and in (10d), the predicate
logic analysis of semantic incorporation by Van Geenhoven (1998b:240). The
crucial change from (10b) to (10d) is that the incorporated noun includes the
symbolic representation of P(y). This just means that the variable y, which
represents the restriction of the meaning of the original syntactic object,
has as its new function a property, P. In other words, the semantics of
the restricted free variable, the object, has changed to that of a predicative
indefinite, which here is an incorporated noun. This analysis, more or less,
forms the basis of most current approaches to the semantics of NI.

The overall response to Van Geenhoven’s theory of semantic incorpora-
tion is somewhat mixed. On the one hand, Farkas and de Swart (2003:10-11)
accept semantic incorporation’s core assumption that incorporated nouns are
property-denoting arguments, or predicate modifiers. Chung and Ladusaw
(2004:14-18) also adhere to the Property theory of indefinites, which holds
that some or all indefinite DPs can be interpreted semantically as proper-
ties of the type (e,t). On the other hand, Farkas and de Swart (2003:2-4)
reject Van Geenhoven’s purely semantic view of (noun) incorporation. The
reasons include that the incorporated noun has a special morphosyntax, and
that the incorporated noun is syntactically invisible in intransitive N1 con-
structions (Farkas and de Swart 2003:3, 11). In general, Farkas and de Swart
(2003:156-7) do not accept that semantic incorporation can account for both
incorporated nouns and all other narrow scope indefinites and existentials.

West Greenlandic’s incorporated noun also has adnominal or stranded
modifiers, which Van Geenhoven (1998a:17-22, 146-159) refers to as (discon-
tinuous) external modifiers. They include adjectives, numerals, wh-words,
other nouns, and even relative clauses. Van Geenhoven offers two important
insights into the semantics of external modifiers. Incorporated nouns and
their external modifiers are predicates of the same variable, and that it is
unnecessary to semantically interpret the incorporated noun and the exter-
nal modifier as a single syntactic unit. However Van Geenhoven’s semantic
incorporation of external modifiers requires a more complicated composition
than the incorporated nouns they modify. Because of this, Van Geenhoven’s
analysis of stranded modifiers has not, on the whole, been well received
(Chung and Ladusaw 2004:115-6; Farkas and de Swart 2003:156).

The approach of Chung and Ladusaw (2004) to incorporated nouns as
property-denoting indefinites mirrors Van Geenhoven’s semantic incorpora-
tion. The core difference between the two approaches is the mode of com-
position. That is, Chung and Ladusaw (2004:22) hypothesize that differ-
ent modes of semantic composition of property-denoting indefinites of type
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(e, t) will manifest different syntactic structures, assuming truth-conditional
equivalency. The first mode of semantic composition of indefinites, called
Specify, results in indefinites that are scopally unrestricted and that fully
saturate the internal argument by function application (Chung and Ladu-
saw 2004:16). The second mode of composition of indefinites, called Restrict,
restricts but does not saturate the internal argument. Restrict is very similar
in spirit to semantic incorporation but the implementation and results differ
somewhat. Thus incorporated nouns, stranded modifiers, and doubled DPs
all compose with the variable of the verb’s internal argument but do so using
a variety of compositional modes.

2.3.2 The Non-Projecting Semantic Argument (NPSA)

In explaining N1 in Niuean, Asudeh (2007) proposes the non-projecting se-
mantic argument (NPSA), framed within LFG and Glue compositional seman-
tics. Two assumptions underlie the NPSA: the existence of non-projecting
words (cf. Toivonen 2003), and an explicit ‘level of semantic structure.” The
first assumption involves the proposition that, although the verb-incorpor-
ated noun (V-N) unit remains inseparable in the syntax, it does not form a
single lexical item (Asudeh 2007:1). The second assumption involves the no-
tion that an NP can possess an argument at semantic structure that remains
invisible to syntactic processes. The incorporated noun is not a syntactic
argument but is instead semantically related to the verb.

The incorporated noun can be modified by nominal elements that adjoin
to the NP complement of the incorporating verb (Asudeh 2007:6; Asudeh
and Ball 2005:2, 8). The INCORPORATE’s phrasal part is called the remnant
(Asudeh 2007), another term for a stranded modifier. At first glance, it might
seem incongruous that the INCORPORATE can extend over several levels of
X-bar structure. Yet this is an entirely acceptable practice in LFG and can
be seen, for example, in the way that discontinuous constituents in Warlpiri
unify in f-structure (cf. Bresnan 2001:326-7, 393-4).

2.4 Explaining noun incorporation in Chuj
This section provides explanations within the LFG framework for the NI con-
struction in the San Mateo and San Sebastian dialects of Chuj.

2.4.1 Noun incorporation in San Mateo Chuj

I assume that Chuj’s predicate initial clause is canonical and possesses the
same phrase structure as that of Kaqchikel, a sister language to K’ichee’:

(11) [s VO XP* ] (Broadwell 2000)

To implement the NPsA, T begin with the San Mateo data in (3b), re-
peated here as (12). The clause consists of the NI verb complex izinalwi ab’iz
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‘T told stories (lit. ‘I story-told.”).” Note that in Chuj, as in many Mayan
languages, overt lexical subject and object NPs are optional (‘pro-drop’) be-
cause they are usually cross-referenced on the verb. Note also that the third
person singular absolutive agreement marker is a zero anaphora and is thus
never represented in LFG’s c-structures. Because all the Chuj data cited in
this paper are verb initial clauses, the phrase structure in (11) will suffice:

(12) Ix-in-al-w-i ab’ix (sm)
COM-1SABS-tell-NI-IPF stories
‘T told stories (Maxwell 1976:13).

The derivational NI morphology —w: marks the verb, not the incorporated
noun. This is an important point for NI theory development. It means that it
is impossible for the incorporated noun to morpholexically incorporate into
the verb complex to form a lexical N-v compound. The incorporated noun
is morphologically and of course categorially distinct from the incorporating
verb, and therefore, syntactically individuated. Therefore NI in Chuj is an-
alytic, not synthetic. From this empirical observation, we infer that NI in
Chuj is a post-lexical construct.

The annotated phrase structure for (12) is (13).The second line of phrase
structure in (13) represents the c-structure rule for analytic NI. The incor-
porated noun’s (N) first functional description indicates N is an ARGUMENT
in semantic-structure (o—str) (Asudeh 2007). The second line indicates that
N is the grammatical function INCORPORATE in f-structure. Crucially N is
assimilated into the semantics in spite of it not being a subcategorized GF:

(13) S — VO
1=l

VO — o N

=] (1oARGUMENT)=,

(1 INCORP)=|

It is assumed that some lexical rule converts the transitive verb to the intran-
sitive NI verb. (14) is the lexical entry for the incorporating verb izinalwi:
(14) dzinalwi = V° (1 PRED) = ‘tell{SUBJ)’
(T Asp) — com
(1 SUBJ PRED) = ‘Pro’
(T SUBJ CASE) = ABS
(1 SUBJ NUM) = SG
(1 SUBJ PER) =1
It is also assumed that a lexical rule converts a projecting noun (N°) into a
non-projecting noun (N). Context free rules (Chomsky 1986), such as phrase
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structure rules, determine the syntactic grouping of words according to the
words’ syntactic category. Only unary lexical rules can convert or derive
syntactic categories, like an N from an N°, context free rules cannot.

The c-structure for example (12) is (15a), and its f-structure is (15b):

(15) a. g

=1
VO
/\
1= (1 INCORP)=|
Vo N
izinalwi ab iz
I told stories

b. [PRED  ‘tell(SUBJ)’

PrRep ‘Pro’
SuBJ PER 1
NuM  sG

INCORP [PRED ‘stories’

2.4.2 Noun incorporation in San Sebastian Chuj

I begin this section with the canonical phrase structure rule for the predicate-
initial clause S(entence) of San Sebastian Chuj. Crucially the San Sebastidn
Chuj dialect licenses an INCORPORATE remnant, which is (vacuously) ad-
joined to the NP complement of VY:

(16) S — V° NP DP
T=] (1 INCORP)=]| (1 SUBJ)=]

The relative clause as stranded modifier As stranded modifiers of in-
corporated nouns, Chuj’s relative clauses are unusual because of their struc-
tural range and complexity. In (8a), repeated below as (17), the relative ajtil
zinela ‘where you saw me,’ a bivalent clause with pro-drop headed by the
relativizing adverb ajtil ‘where,” modifies the incorporated nominal.

(17) Hin-man-w  lum ajtil x-in-el-a (ss)
1sABs-buy-NI land where COM-1SABS-see-TPF
‘T bought the land where you saw me (Maxwell 1976:137).’

The phrase structure for example (17) is (18):
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(18) S — VO NP
7= (1 INCORP)=]

~

Vo — o N
1=1 (1 vcorr)-|
NP — NP CP
1=L (1 corp)—|

CP — AdvP S
(T RelPro) =] 1=|

AdvP — Adv?
1=l

The c-structure in (19a) represents (17), while its f-structure is (19b). It
is essential to keep in mind that the INCORPORATE is an non-governable,
non-subcategorized modifying ADJ of the incorporating verb in f-structure,
but is a full argument of the incorporating verb in sem-structure:

(19) a. S
1=l (1 INCORP)=|
VO NP

/\ ‘
=l (I Ncorp)=| e (T Apy)

Vo N Cp
hinmanw lum T~
I bought land (T RELPrRO) =| 1=|
AdvP S
| |
1=l 1=l
Adv? Vo
agtil zinela
where you saw me

174



b. [PRED  ‘buy(SuBs)’

_PRED ‘Pro’
SuBJ PErs 1
NuMm sG

[PrRED 4and’

[PRED ‘see(SUBJ, OBJ)’]
_PRED ‘Pro’_
SuBJ PER 2
INCORP Num  sG |
ADJ - 3
PrRED ‘Pro’
OBJ PER 1
NumMm  sa

RELPRO {PRED ‘where’}

The prenominal adjective as modifier The following NI construction
includes a prenominal adjective. Example (7), repeated here as (20) revised,
shows the prenominal, non-compounding adjective al ‘heavy’:

(20) Hin-man-w  al liwru (ss)
1sABS-buy-NT heavy book
‘I bought a heavy book (Maxwell 1976:135)."

The prenominal adjective al ‘heavy,” which modifies the incorporated noun,
is, I believe, a non-projecting adjective (A) that head-adjoins to the incorpor-
ated noun. The prehead modifying adjective has the lexical entry in (21a).
Example (20) is represented by the phrase structure in (21b):

(21) a. al : A (1 PrRED) = ‘heavy’

b. S — VO
1=l
VO — Vo N
1= (1 INCORP)~]
N— A N

L€ (1 ADJ) (T INCORP)=]
Note that the two adjunction structures in (21b) are licensed by the Adjunc-

tion Identity condition (Toivonen 2003), which simply states that, ‘Same
adjoins to same.” This suggests that both X° and X can dominate lexical
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material. In other words, the non-projecting adjective may adjoin to the
non-projecting noun, according to Adjunction Identity.

I suggest that example (20) can be represented by the c-structure in
(22a). Its f-structure is shown in (22b). Crucially the adjective type in (22b)
is attributive, not predicative:

(22) a. S
=1
VO
=] (T INCORP)=]
VO N
hinmanw /\
I bought |¢ (1 ADJ) (1 INCORP)=]
A N
al liwru
heavy book

b. [PRED ‘buy(SuBJ)’
ASPECT CcOM

_PRED ‘Pro’
SuBJ PER 1
NuMm sG

[PRED “book’

INCORP

ATYPE ATTRIB
ADJ

PRED  ‘heavy’

3 Noun incorporation in K’ichee’ Mayan

K’ichee’ also has the NI construction, and it is identical to Chuj’s, except for
one important difference. Whereas in Chuj the subject of the NI verb controls
agreement, in K’ichee’ either the subject or the INCORPORATE can control
agreement. In this section, I offer empirical support for the INCORPORATE
as a type of GF, and in the process, account for K’ichee’s NI construction.

3.1 The incorporated noun in K’ichee’

The morphosyntax of the NI construction is subject to significant restrictions,
and, in particular, the form and distribution of the incorporated noun. Before
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addressing agreement, let us first review adjacency and extraction data for
the incorporated noun in K’ichee’.

Subject DPs, asin (23), and adjuncts, such as manner adverbs and prepo-
sitional phrases, cannot occur between the verb and the incorporated noun:

(23) *Utz k-at-paj-ow at atz’aam
well INC-2SABs-weigh-NI 2SINDPRO salt
(**You measure salt well.”)

The incorporated noun cannot be extracted to a preverbal position immedi-
ately before the verb. Normally it is quite acceptable for a bare nominal to
occupy this immediate preverbal location, the generic focus position:

(24) *Utz atz’aam k-at-paj-ow at
well salt INC-28ABS-weigh-NT 2SINDPRO
(**You measure salt well.”)

The incorporated noun cannot extract to the sentence-initial topic position
in Spec,CP. One should keep in mind that this is not an entirely unexpected
result because Mayan topics are subject to a specificity restriction:

(25) *Carro na utz ta k-a-b’iin-i-sa-n lee achii
car NEG good IRR INC-EPE-drive-SFV-CAUS-NI DET man
(**The man car-drives badly.”)

We have noted above that the NI construction is subject to obligatory narrow
scope. Because the incorporated noun is definite, (26) is ungrammatical:

(26) *At utz k-at-b’iin-i-sa-n lee carro
2SINDPRO well INC-2SABS-drive-SFV-CAUS-NI DET car
(**You drive the car very well.”)

3.2 Verb agreement in K’ichee’s NI construction

Verb agreement in K’ichee’s NI construction is quite unexpected in light of
verb agreement in K’ichee’s standard transitive. Agreement in the NI con-
struction is based not on grammatical functions, as in the active transitive,
but on the person hierarchy of the arguments themselves. The person hi-
erarchy is defined as local person outranks non-local and plural outranks
singular, so that the argument higher on the person hierarchy controls verb
agreement. I will refer to the hierarchy as person-salience. We first look at
examples of subject agreement, and then, incorporated noun agreement.

If the subject is either 15 person or informal 2°¢ person, then it is always
cross-referenced by the verb agreement marker:
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(27) Utz k-at-paj-ow atz’aam at
well INC-2SABs-weigh-NT salt 2sINDPRO
“You measure salt well.’

3rd 2nd

person singular or formal
3rd

However if the subject is person singular
or plural and the incorporated noun is person plural, then the incor-
porated noun—mnot the subject—controls verb agreement (Mondloch 1981).
Continuing on, (28a) shows that the incorporated noun ak’ ‘chicken’ is plural
while the subject DP lee izoq ‘the woman’ is singular. Thus the incorporated
noun ak’ controls verb agreement. Again in (28b), the plural incorporated
noun ak’alaab’ ‘children’ controls agreement because the formal 2" person
singular subject la ‘you’ can never control agreement (Mondloch 1981):

(28) a. Naj k-ee-pil-ow ak’ lee ixoq
long.time INC-3PLABS-butcher-NI chicken DET woman
‘Tt takes a long time for the woman to chicken-gut (M 1981:250).

b. Utz k-ee-yuq’'u-n la ak’al-aab’
well INC-3PLABs-take.care.of-NT1 2SABSHON child-pL
‘You child-care well (Mondloch 1981:250).’

The examples of K’ichee’s NI construction in (28) highlight a serious disjunc-
tion for verb agreement in K’ichee’. If the incorporated noun does control
agreement, an internal contradiction will result because non-subcategorized
constituents like adjuncts never control agreement in K’ichee’. Assuming
that agreement is systematized in f-structure, my configuration of it cannot
account for control of agreement by the incorporated noun.

3.3 Explaining noun incorporation in K’ichee’

Two basic choices are available, regarding the agreement anomaly. The first
interprets the NI construction as a bivalent transitive verb and the INCOR-
PORATE as an OBJ. The second interprets NI as a monovalent intransitive
and the INCORPORATE as an ADJ. Neither choice is without problems.

3.3.1 Noun incorporation in K’ichee’ as transitive

The first approach interprets the NI verb as a bivalent transitive. This ap-
proach also retains head-adjunction of the incorporated noun. Agreement
control by a subcategorized constituent is accounted for in f-structure along
the usual lines. In sum, the ID and LP relations of the INCORPORATE and
its mother (V) undergo substantial realignment from the canonical non-
NI bivalent, transitive verb. Yet the INCORPORATE’s grammatical relation
with VY remains the same as the original direct object’s. This is because
the INCORPORATE functionally identifies with the grammatical object in the
f-structure, and links directly to it.
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There are advantages and disadvantages in the first approach. The ad-
vantage is the theory of agreement is entirely standard and does not introduce
any new agreement mechanism into the theory. But a major disadvantage is
that it identifies the verb as a transitive even though the verb morphology
and morphosyntax is indisputably intransitive. Accepting this first approach
incurs the rather disagreeable outcome of overturning long-held accounts of
the transitive-intransitive dichotomy of Mayan verbs.

3.3.2 Noun incorporation in K’ichee’ as intransitive

The second approach interprets the NI verb as a monovalent intransitive.
The INCORPORATE will be a non-governable, non-subcategorized grammat-
ical function, a non-set valued ADJUNCT in f-structure. The advantage with
this approach is that the morphology is in complete compliance with long-
held notions of (in)transitivity in Mayan linguistics. The most obvious dis-
advantage is the rather messy account of agreement that it engenders.

However there is another way to express agreement in LFG, other than in
the f-structure, and that is in the lexical entry. Basically for INCORPORATE
control of agreement, there are two sets of constraints required, one on the
INCORPORATE and two on the subject. The constraint on the INCORPORATE
is simply that it must be plural. The constraint on the subject is two part,
but either one must hold for the INCORPORATE to control agreement. The
first part requires that the subject be 34 person singular. Failing that, the
subject must be the 274 person formal pronominal clitic, either singular or
plural, because the formal pronominal clitic never controls agreement.

The lexical entries of the NI verb keepilow and its INCORPORATE ak’ from
(28) could be the following:
(29) a. keepilow : VY (1 PrRED) = ‘butcher(SuBJ)’

(1 SUBJ PRED) = ‘PRO’
(T SUBJ NUM) = SG
(1 SUBJ PER) = 3
(T INCORP NUM) = PL
(1 INCORP CASE) = ABS

b. ak’ : N (1 PrED) = ‘chicken’

The NI verb rather than the INCORPORATE should have the functional de-
scriptions in its lexical entry to account for the constraints on the INCOR-
PORATE and its agreement interaction with the suBJ.

The c-structure in (30a) is identical except the INCORPORATE is anno-
tated with (T INCORP)=|, not (T OBJ)=/, while its f-structure is (30b):
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(30) a. S

T T

L€ (T apy) S
AdvP
|
=1 1=l (1 suBJ)=|
Adv? VO DP
long 1=l (1 INC(A)RP):l =] =]
VO N DY NP
keepilow ak’ lee \
butcher chicken the =]
NO
1T0q
woman

b. [PRED  ‘butcher(SuBJ)’

Asp INC

PRED ‘woman’
SuBJ

NuMm  sG

PRED ‘chicken’
INCORP

NuMm PL

ADJ {{PRED ﬂongﬂ}

4 The INCORPORATE revisited: a new GF

The central issue at this point is how to account for the INCORPORATE as
a grammatical function. In the NPSA, the INCORPORATE is invisible to syn-
tactic processes but retains full argument status at semantic-structure. As
we have seen from Van Geenhoven’s predicate logic analysis in (10d), at the
notional heart of the INCORPORATE is a property-denoting predicate that
restricts the verb’s internal argument. Although categorically an ADJ, the
INCORPORATE is clearly not an ordinary, garden-variety ADJ. In fact, unlike
the canonical ADJ in Table 1, the INCORPORATE maps to the argument struc-
ture as a set member. I assume that a—structure is a syntactic representation
of the mapping of thematic roles to grammatical functions.

A binary-feature matrix can predict or reveal unknown or unrecognized
grammatical relations, categories, or constructions. I propose that one of the
defining properties of the matrix should be constituent selection by the syn-
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SYNTACTIC

SELECTION
+ —

RaisinG GF ADJUNCT
S ‘Juan seems happy.’ ‘Maria laughed loudly.’
E S | — | [PRED ‘seem(XCOMP)SUBJ| | [ PRED ‘laugh(suBJ)’ |
M E [ADJ {[PRED ‘loudly’ |}|
A L AP.seem(P) Az.laugh(x)
N E SUBCATEGORIZED GF INCORPORATE
T C ‘Fido chased Fluffy.’ ‘I story-tell.’
I T |+ | [PRED ‘chase(SUBJ,OBJ)’| [PRED ‘tell(SUBJ)’|
C | INCORP [‘story’] |

Ay.Az.chase(z,y) APz Fy.[tell(z,y) A P(y)]

Table 1: Syntactic vs. semantic selection

tax, or more precisely, syntactic subcategorization. This attribute recognizes
only argument functions. The second defining attribute should be argument
structure encoded as semantic selection. This attribute represents thematic
arguments that map to grammatical functions but excludes expletives and
canonical ADJUNCTS.

Table 1 shows the division of the two properties or attributes of SEMAN-
TIC and SYNTACTIC selection. Let us begin with the most obvious functions,
the SUBCATEGORIZED GFs and the non-subcategorized ADJUNCTS. The for-
mer are represented in the a—structure as semantic roles that map to the
syntactically selected core and non-core arguments. The latter, or the AD-
JUNCTs, are selected neither syntactically nor semantically. Next the subject
and object RAISING functions are never semantically selected for because they
are semantically vacuous, but are selected for syntactically. This we know
because subjects of raising verbs control agreement.

Finally in Table 1 the fourth quadrant contains the category unselected
for syntactically but selected for semantically. So the grammatical function
predicted is the INCORPORATE, which possesses one selectional property but
lacks the other. Thus the INCORPORATE fills an unexpected gap in the
syntactic-semantic interface. And in a more technical sense, LFG does not
seem to possess a dedicated mechanism with which to encode the INCOR-
PORATE in the manner that the three other categories in Table 1 have.
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5 Conclusion

In this paper, I reviewed the NI construction in Chuj and K’ichee’ Mayan.
I focused on the incorporated noun in K’ichee and in Chuj’s two dialects
spoken in Guatemala. I presented the data using the NPSA within LFG ar-
chitecture. Based on derivational NI morphology, the data support the pro-
posal that NI in Chuj and K’ichee’ is analytically formed, and by inference,
represents a post-lexical, syntactic construct. I have reviewed the semantics
of NT and have concluded that semantics alone falls short of fully accounting
for analytic NI. I suggested that the INCORPORATE is a GF unselected for
syntactically but selected for semantically. It represents a hybrid category
that exhibits a heterogeneous set of properties acquired from subcategorized
GFs and non-subcategorized ADJs. The INCORPORATE presents as the follow-
ing: a non-optional ADJ that structurally manifests lexical head-adjunction
as a non-projecting word, obligatory narrow scope, non-extraction, non-
iterability, optional control of verb agreement on the basis of the person-
salience of arguments, no derivational options (eg. as possessum) except for
very limited N—N or A—N compounding, no functional modification, number
inflection, and restricted pre-head adjectival and post-head adjectival and
relative clause modification functioning in a detransitivized clause.

In the end, I have identified an intermediate linguistic space, as illustrated
in Table 1 of this paper. It is occupied by the INCORPORATE, but potentially
available to other, similar in kind hybrids. Grimshaw (1990:109-132), for
example, long ago introduced the notion of argument suppression manifested
as an argument adjunct (a-adjunct). Passives, for example, suppress an
external argument (EA) a-structure position with the result that it is not
f—marked. But contrarily, the a—adjunct is still related to or licensed by
the a—structure. More recently, Rékosi (2006) has proposed a refinement of
the generic athematic category of ADJs. As way of explaining circumstantial
PPs, Rékosi (2006) introduces the thematic adjunct (ADJp), suggesting that
certain types of adjuncts link thematically to a—structure. But it differs from
the INCORPORATE in that the use of ADJy remains optional.

It is also conceivable to consider the INCORPORATE as just a representa-
tional expedience. Nonetheless acceptance of an argument-adjunct category,
and an inclusive one at that, should make accessible a greater number of
previously unexplained linguistic inconsistencies.
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Abstract

This paper revisits the relevance of wanna contraction for the existence of empty categories. An
analysis of wanna contraction is proposed under which empty categories have a role in blocking
contraction. It is then shown that alternative analyses (subject sharing, local c-command, and
morpholexical analyses) are inadequate. It is suggested that empty categories are a last resort, which can
only appear in non-subject LDD constructions because these have to be licensed by inside-out functional
uncertainty equations, and the empty categories are needed as the c-structure positions on which these
equations are annotated.

1. Prologue

The existence of empty categories is very controversial in LFG. So it is important to search for
empirical evidence that bears on the existence of empty categories. While in the LFG literature weak
crossover has been the focus of the argument over empty categories (as in Bresnan 1995 and Dalrymple,
Kaplan, and King 2001), the most enduring such construction in the broader syntactic literature is
contraction, particularly the contraction of want fo to wanna. In this paper, we will evaluate the
contraction argument for empty categories.'

Looking ahead, we will show that other attempts to account for the contraction facts are
untenable, and therefore that contraction does provide evidence for empty categories. However, the same
evidence that shows that empty categories do exist in a limited set of constructions shows that they do
not exist in many other places in which they have been hypothesized in the transformational literature:
in particular, they do not exist in long-distance dependency constructions involving subjects, nor do they
exist in non-long-distance-dependency contexts. Finally, we will explain why it is not so terrible to have
empty categories, and how they are constrained.

2. The Claim

The facts about contraction which are alleged to be relevant for the existence of empty categories
were brought to light by Lakoff (1970: 632), who credited Larry Horn with the observation. Simplifying
the examples somewhat,” Lakoff observed that contraction of want to to wanna is possible in (1) but (for
most speakers) not in (2).

(D) a. Who do you want to see?
b. Who do you wanna see?

2) a. Who do you want to see Pnina?
b. *Who do you wanna see Pnina?

The basic observation, abstracting away from the specific theoretical assumptions made by Lakoft, is that
in (2) the preposed wh element bears the function of object of want. The canonical structural position of
the object of want intervenes between want and fo and it is this, Lakoff claimed, that causes contraction
to be blocked. In (1), on the other hand, who is the object of see, and thus has a canonical structural
position which does not block the contraction. We refer to this as the Lakoff/Horn Generalization. Using
the term “locally licensed function” to refer to a non-discourse grammatical function, we can state the
generalization as (3).

'This paper was cFresented at the LFGO7 conference. Thanks to Irit Meir, Yael Ziv, and participants in LFG07 for
comments. This paper is dedicated to the memory of my father Paul Falk 7”1, who passed away 2 Tevet 5767 (22 December 2006).
This research was supported in part by the Israel Science Foundation (grant No. 207/07).

185

’Lakoff presented the examdples in terms of ambiguity of sentences, using an optionally transitive verb. Simple
grammaticality is more straightforward.



3) Lakoff/Horn Generalization
Want to cannot contract to wanna if the canonical position of the locally licensed function of a
preposed element intervenes between want and to.

If the Lakoff/Horn Generalization is correct, linguistic theory needs a way to express it. Ideally,
such an expression should be one in which the Lakoff/Horn Generalization results naturally from the
system, rather than having to be stipulated. Empty categories provide a way to do this. The central idea
is that the canonical structural position of the locally licensed function of a preposed element is occupied
by an empty category, conventionally represented e.

4 a. Who do you want to meet e? (=(1))
b. Who do you want e to meet Pnina? =2))

In (4b), want and to are not adjacent; the empty category intervenes. On the plausible assumption that
contraction requires adjacency (but see footnote 4), the lack of contraction in (2) follows from the
postulation of the empty category.

An empty-category-based approach provides an elegant expression of the Lakoff/Horn
Generalization. For this reason, much of the literature which is ostensibly about empty categories focuses
on the correctness of the generalization. Following our fleshing-out of an empty-category-based analysis
in the next section, we will review the alternative descriptions that have been proposed, and discover that
they are all flawed.

3. An Analysis
3.1. To Attachment

We begin with the infinitival to. As discussed by Jacobson (1982), and in more detail by Zwicky
(1982), to is phonologically subordinate to adjacent material, with this subordinate status manifesting
itself either as becoming part of the phonological phrase (what Zwicky refers to as leaning) or part of the
phonological word (cliticization). Zwicky, in particular, shows that various puzzles about the distribution
of to can be accounted for under such an analysis. We will use the term atfachment as a way of referring
to this phonological subordination which is neutral between leaning and cliticization. Zwicky takes the
position that while fo ordinarily functions as a leaner, in wanna contraction it cliticizes. The behavior of
to in wanna contraction is, under this analysis, merely an extreme case of the normal behavior of fo.

Under normal conditions, o attaches to the right, but it is also possible for it to attach to the left,
primarily when it is stranded. (Parentheses here indicate phonological phrasing.)

%) a. (We’re noét) (to léave).
b. (We're noét to).

We propose the following constraint on infinitival to:

(6) To Attachment (first approximation)
Infinitival fo must attach to an adjacent element. It may attach
(a) to the right (the usual situation)
or
(b to the left

This statement of zo attachment needs to be refined somewhat. Zwicky observes that there are various
constraints on the ability of fo to attach to the left.

I don’t know if Paul wants to buy the present, but I think we can (persuade him to).
I might whittle a polar bear out of Ivory soap, but I don’t know (how to).

I don’t know if he wants to buy thg@resent, but I think we can persuade (Paul to).
I might whittle a polar bear out of Ivory soap, but I don’t know (whéther to).

(7

o op



(®) a *You shouldn’t play with rifles, (becduse to) is dangerous.
b. *You can try to plead with him, but I doubt (that to) will help.

c *She’d like to surprise him, but I don't know (whéther to) is possible.
d

Although it would distress us for you to leave, to leave/*# is what I’d advise you to do.

Note the structures involved here, with arrows indicating cliticization. (For the sake of neutrality, we
label the clause headed by fo as an InfP, and label some other nodes “?”.)

© a VP b. ?
/I\ /\
\|/ ]|)P In|fP AdvP Il1fP

|
perswﬁ/him I|nf how Irf
Uo L to

) /V|P\ ’ /C\
\|/ ]|)P In|fP C Il1fP
persuade  Paul Inf whether  Inf

L t|o t_/ t|0
(10) a. /‘\ b. /c\

C 1P C IP

T N

because In T that In

P T
! /N '
i VAN
t

0 will help

|
X_ o
to is possible although e 2 to

leave

In the grammatical cases, to attaches to the left to ;im element in a very specific structural configuration:
the host c-commands 7o and there is no maximal-levgeY phrasal category intervening between the host and



the InfP which to heads. We will refer to this as local c-command, and revise the statement of 7o
Attachment accordingly.

(11) To Attachment
The complementizer fo must attach to an adjacent element. It may attach
(a) to the right (the usual situation)
or
(b) to the left onto a locally c-commanding host

(12) Local C-Command
X locally c-commands Y iff X c-commands Y and no phrasal node other than the maximal
projection of Y intervenes.

As noted by Aoun and Lightfoot (1984), many of the non-long-distance-dependency structures
in which wanna contraction is barred can be blocked if a local c-command condition is placed on o
attachment. For example, Carden (1983) observes that the inability of o to contract with a want which
is part of a coordinate structure is not mirrored by other contraction rules, such as the contraction of ...z
you to [Ca].

(13) a. I don’t need or want to hear about it. *wanna
b. I don’t expect or want you to get involved. v/ ¢a

The presence of a local c-command condition on the leftward attachment of to will rule out wanna
contraction in this case. Unlike adjacency, which is a consequence of the concept of attachment, we take
local c-command to be a rule-specific stipulation.

3.2. On Want

We turn now to the verb want. From the perspective of coming to an understanding of the nature
of wanna contraction, there are two crucial facts: fo cliticizes onto want, instead of merely leaning on
it; and the /t/ of want deletes.

It is observed by Jacobson (1982) that deletion of /t/ is not a peculiarity of wanna contraction;
rather, it is a general property of the verb want. She observes that the /t/ frequently deletes in forms like
wanted and wanting. Strikingly, the phonetic sequence we are representing as wanna is not only a
realization of want to; it is also a realization of want a:

(14) a. I wanna play. wanna=want to
b. I wanna toy.  wanna=want a

The only situation in which the /t/ of want is obligatory is in the present subjunctive:

(15) a. I demand that you want a part in the play.
b. *I demand that you wanna part in the play.

As noted by Brame (1981: 286 fn 13), want to cannot contract to wanna in the subjunctive either.

(16) a. The director requires that all of the actors want to give their most.
b. *The director requires that all of the actors wanna give their most.

This confirms our view that the deletion of /t/ in wanna is no different than deletion of /t/ in other uses
of want.

While we do not presume to propose a full phonological analysis of the deletability of /t/, a
possible analysis would give want a phonological rf%esentation in which the last skeletal position is only
optionally filled by /t/.



It is possible that it is the availability of an empty skeletal position if the /t/ is not included that drives
cliticization of fo to want.

3.3. Empty Categories and Contraction

We hypothesize that the canonical position of the locally licensed function of a fronted element
is (sometimes, at least) marked by an empty category, an unfilled phrasal node. For example, the VP
headed by want in (2) has the following structure:

T NP

CP
want C VP
| /\
|V NP

see Pnina

to

The critical question is what happens in (18) if fo attempts to attach to the left. The local
c-command condition does not block the leftward attachment, since want does locally c-command fo. The
condition that is relevant is adjacency, which, as already noted, we take to be an integral property of
attachment phenomena. In this case, the applicability of the adjacency condition is not entirely clear.
Phonologically, want and fo are adjacent; no phonological material intervenes between them. They are
also adjacent at the level of terminal elements in the constituent structure; there is no terminal element
that intervenes between them. However, at higher levels of structure they are not adjacent: the unfilled
NP intervenes. That is to say, the interpretation of the adjacency condition in a structure with an empty
category depends on which part of the structure is relevant. Given the ambiguous status of adjacency in
this case, one might expect variability between speakers, with some treating want and to in (18) as
adjacent, and others as not adjacent. Such an expectation would be well founded.

It is well known in the literature on wanna contraction that not all speakers share the judgment
in (2). For some, often referred to as speakers of the liberal dialect, wanna contraction is possible in
sentences of this kind. Zwicky (1982) takes this one step further. He notes that, even in the absence of
contraction, speakers differ on the acceptability of B’s utterance in the following discourse (Zwicky
1982: 26):*

(19) A: Who do you want e to vanish?
B: %I don't know; who do you want e to?

Since fo must attach to something, and it is stranded on the right, it must attach to the left. If it cannot
at least lean, the sentence is ungrammatical. Apparently, some speakers allow ¢o to lean onto want in this
case and others do not; Zwicky reports a 50-50 split among speakers he consulted. The number of
speakers who accept wanna in these environments is apparently less: Zwicky suggests that not all
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speakers who allow leaning allow cliticization.*

Empty categories, by their very nature, have an ambiguous status in terms of adjacency. This
ambiguity leads to a situation where the Lakoff/Horn Generalization is valid for most speakers, but not
all. Strikingly, while the existence of the liberal dialect has been cited by Pullum and Postal (1979) as
an embarrassment for an empty-category account of the Lakoff/Horn Generalization, it actually provides
exactly the right tools for explaining this inter-speaker variation.

4. Alternative Analyses
4.1. Subject Sharing

The first challenge to the Lakoff/Horn Generalization came from Postal and Pullum (1978).
Much of their argument concerns not the Lakoff/Horn Generalization, but rather the implementation of
an empty category analysis in the Extended Standard Theory literature of the time. Many of their
arguments against this kind of analysis are valid, but irrelevant to other implementations, including ours.
However, in the course of arguing against “trace theory,” they propose an alternative to the Lakoff/Horn
Generalization.

As Postal and Pullum observe, want is not the only verb which contracts with zo. The following
is presented as a complete list by Pullum (1997: 81).

(20)  want wanna
prospective go gonna
habitual used usta
have (necessity/obligation) hafta
got (necessity/obligation) gotta
ought oughta
supposed supposta or sposta

Postal and Pullum observe that, other than want, these are all are Raising-to-Subject verbs. Want, when
contraction is possible, is a Subject Equi verb. What unites all of these cases is that the two clauses share
a subject. They therefore propose that contraction is possible when the two clauses share a subject, or,
in LFG terms, functional control.

The subject-sharing alternative to the Lakoff/Horn Generalization appears to have never been
subjected to critical scrutiny in the literature. A close look reveals several problems. For example, it is
only with want that there is a contrast between environments that allow contraction and those that do not.
It is therefore difficult to draw conclusions about the source of the wanna contraction facts from these
other verbs. Therefore, contra Postal and Pullum, it is not clear that the other verbs are relevant for
determining the conditions under which contraction does and does not occur. Another problem is that
the analysis is essentially arbitrary; unlike the empty category analysis, which is based on the idea that
an intervening element breaks the contiguity necessary for contraction, there is no inherent relation
between subject sharing and contraction.

However, the biggest problem with the subject sharing analysis is that it is empirically incorrect.
The context in which want to can contract to wanna includes cases in which the reference of the subject
of want is a subset of the reference of the subject of the to clause; i.e. cases which cannot be analyzed
as functional control.

“Postal and Pullum (1978) mention a different idiolectal treatment, which appears to dispense with the adjacency
condition. In this idiolect, the following is grammatical:

(1) I wanna very much go to the game tomorrow.
Without further information, it is difficult to know what lies beh#{l judgments such as this. A very preliminary speculation would

be that 7o undergoes prosodically motivated movement, much as second-position clitics do in some languages. On the movement
of clitics, see Halpern (1995) and, in LFG, Kroeger (1993).



21) a *I met on Sunday at 10:00

b. I wanna meet on Sunday at 10:00.
c *I hafta meet on Sunday at 10:00.
d

* tried to meet on Sunday at 10:00.

As (21a) shows, I is not a possible subject for the intransitive verb meet, since it requires a plural subject
in this subcategorization frame. Thus in (21b), the subject of meet cannot be /, but rather some group
including /. This contrasts with a Raising verb like /afta (21c), which has to be functional control. This
overlapping reference is also not a necessary property of Equi constructions: in the case of 7y there is
functional control, resulting in the ungrammaticality of (21d). The overlapping reference that is possible
in the case of want requires an anaphoric control analysis.

We conclude, therefore, that functional control (subject sharing) cannot be the property that
licenses wanna contraction. Subject sharing is therefore not a possible alternative to the Lakoff/Horn
Generalization.

4.2. Local C-Command

Another alternative that has been suggested in the literature (e.g. Bouchard 1984 and Barss 1995)
is that the condition that want locally c-command fo obviates the need for the Lakoff/Horn Generaliza-
tion. While we have adopted such a condition on the leftward cliticization of 7o, the process that underlies
wanna contraction, the claim by Bouchard and Barss is problematic.

This proposal has been made within the context of Government/Binding (or Principles and
Parameters) theory, in which local c-command, under the name government, is taken to be one of the
fundamental structural relations in syntax. The local domain of c-command is said to be delimited by
certain nodes. One of these “barriers to government” is the CP node, and it is this which is taken to block
contraction when the fronted element functions as the subordinate subject.

(22) a. *Who do you wanna see Pnina? (=2b)
b. ... want [ [jp € to see Pnina]]

Under this analysis, contraction would involve the matrix verb want and the head of the IP embedded
within the CP. The intervening CP node renders the c-command non-local, and contraction is therefore
impossible. Under standard GB assumptions, however, the same configuration would obtain in the case
of grammatical contraction.

(23) a. Who do you wanna see? (=1b)
b. ... want [ [p PRO to see e]]

The local c-command analysis of contraction has to therefore make an additional assumption: namely
that control complements are bare IPs:

(24) ... want [, PRO to see ¢]

In this structure, there is no CP barrier between want and the IP headed by o, and contraction is therefore
possible.

The viability of the Bouchard/Barss local c-command analysis depends on the plausibility of the
proposed structures, in particular the status of the controlled infinitive as a bare IP and the categorization
of to as an infl. The latter, while standard in the transformational literature, is not obviously correct; Falk
(2001: 154) argues that to is a complementizer. If fo is a complementizer, there cannot be any structural
difference between (22b) and (23b); ignoring the positions of possible empty categories, the structures
in question would be:

(25) a. ... want [, to see Pnina]

b. ... want [, to see] 191



However, even assuming an infl analysis for to, the analysis of the controlled complement of want as a
bare IP seems dubious: its distribution is that of a CP, not an IP.

(26) a [To see Pnina] is what I want.
b. [cp That I might see Pnina] is what I said.
C. *[,p I might see Pnina] is what I said.

27 I want very much [to see Pnina].

a
b. I said very loudly [, that [ would see Pnina].
*I said very loudly [, I would see Pnina].

134

We therefore consider the Bouchard/Barss analysis to be untenable.

4.3. Wanna as a lexical item

It has also been proposed that wanna is a lexeme distinct from want, and that there is no actual
contraction in wanna sentences. If this is correct, syntactic structures are irrelevant to wanna, and what
matters is the nature of the morphological relation between want and wanna. Such analyses have been
proposed by several researchers (for example, Brame 1981: 286 fn 13), but the most thorough argument
for it is that of Pullum (1997). As we will show here, we find Pullum’s argument unconvincing.

The heart of Pullum’s argument is that fo contraction is morphologically and phonologically
idiosyncratic. In this respect, the argument mirrors the argument presented by Zwicky and Pullum (1983)
that n’t is an inflectional suffix in contemporary English, and not a contracted form of not. However,
while the argument is quite compelling in the case of n ¢, it is more problematic with wanna. We will
discuss the claim of morphological idiosyncrasy first, and then phonological idiosyncracy.

Pullum’s argument for morphological idiosyncracy is that only a limited set of verbs can contract
with fo, the ones listed in (20) above. For example, while ought to contracts to oughta, thought to does
not contract to *thoughta. Idiosyncracy of this kind is typical of morphology, not of syntacto-
phonological contraction. However, as we have seen, the situation is more complicated: fo obligatorily
attaches, and when it attaches to the left, some verbs allow cliticization. So while it is true that to does
not cliticize to thought the way it does to ought, it does lean on it. Pullum’s proposal that forms like
wanna and oughta are lexically derived is incompatible with the analysis of to presented earlier. Treating
wanna as derived by phonological contraction (cliticization) forms a more harmonic part of an overall
analysis of the phonological properties of infinitival fo.

The argument for phonological idiosyncracy is based on the presence of irregular phonological
changes in the form of the host of fo. For example, Pullum discusses the devoicing of /v/ in hafta and
observes that in other cases (e.g. Aztec) such devoicing does not occur. However, Pullum also notes that
/haef/ appears to have become a new underlying form for the verb which forms the core of hafia, at least
for some speakers.” Similarly, Andrews (1978: 267) suggests that usta and supposta have underlying
voiceless /s/. He reports the following judgments:

(28) Did they [yuws(t)] not to eat pickles?
*Did they [yuwz] not to eat pickles?
usen’t = [yuwsnt], *[yuwznt]
You're [sapowst] not to light the wick until it’s wet.

o0 o

In other words, at least some of the cases Pullum cites may involve lexical reanalysis of the host, rather
than lexical attachment of zo.

The only case which is relevant for testing the Lakoff/Horn Generalization is wanna. The
phonological change in question is the deletion of /t/ after /n/. As Pullum notes, this is not an automatic
phonological rule in English: for example, in wont to (Postal and Pullum 1978: 2) and taunt (Pullum
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form /heef/ in allomorphic alternation with /haev/ is not inconceivable; alternatively, there are distinct verbs Aafand have.



1997: 90) there is no deletion of /t/. However, as Pullum himself observes, /nt/ does sometimes at least
optionally reduce to [n] word-internally (as in Santa, twenty, etc.). More importantly, as we observed
above, following Jacobson (1982), this deletion of /t/ is a general property of the verb want. The deletion
of /t/ in wanna is no different than deletion of /t/ in other uses of want, and, contra Pullum, is not an
idiosyncratic phonological result of adding o to want.

A further argument against an analysis in terms of derivational morphology is provided by
Hudson (2006), who observes that the infinitive following wanna can be coordinated with a o infinitive,
aproperty not shared with bare infinitives. (It is more felicitous without the zo, coordinating just the VPs,
which is why Hudson marks the example as “?”.)

29) a. I wanna go to sleep and (?to) not wake up until I feel better.
b. He let me go to sleep and (*to) not wake up until I feel better.®

The acceptability of the coordination with a fo infinitive is unexpected if wanna is a verb that takes a bare
infinitive complement. However, Hudson’s alternative does not fare much better. Under Hudson’s
account, wanna is the morphophonological realization of the sequence want fo, i.e. a morphological unit
which realizes a sequence of two words. For most speakers, this realizational rule is limited to the variety
of want that takes an infinitive and no object; this accounts for the Lakoff/Horn Generalization, but in
a totally ad hoc manner. Hudson justifies the use of a lexical realizational rule on the grounds that
phonological rules should express generalizations, not a phenomenon that is as restricted as wanna
contraction; assuming Pullum's entire list (as he does) it is still a small number of verbs. The place for
such phenomena is in the lexicon. However, as we have seen, the facts of wanna contraction are the
consequence of the interaction of the attachment properties of 7o, the lexical phonological properties of
want (which are independent of wanna contraction), and the operation of cliticization. Placing the entire
phenomenon in the lexicon leads to loss of generalization, rendering other syntactic consequences of the
attachment properties of 7o a distinct phenomenon.

The evidence therefore points to a phonosyntactic contraction (cliticization) analysis. There is
no support for a lexical analysis.

5. Consequences

We conclude that, when all the facts are considered, wanna contraction can best be described
in a framework in which the canonical position of the locally licensed function of a fronted element is
occupied by an empty category—a phrasal node which dominates no terminal nodes. This empty element
blocks the leftward cliticization of fo onto want for most speakers by breaking the adjacency between
them.

5.1. Other Empty Categories

It was in the early Principles and Parameters rhetoric that the idea that wanna contraction
provides evidence for empty categories was first raised. However, already in some of the earliest
literature on the matter, it was observed that not all postulated empty categories block wanna contraction.
The structure assumed in Principles and Parameters for (1), for example, is (30).

(30) [who do you want [e to see ¢]]

The second empty category in (30) is the one we have been discussing. However, there is another empty
element in this hypothesized structure, occupying the canonical position of the controlled subject of see.”
This empty element, no less than the one in (2), intervenes between want and to. If the inability of most
speakers to contract in (2) is evidence for the empty category, their ability to contract in (1)/(30) is

“Hudson has not and fo in the other order, but this 3pgars to be what he intends.

"This additional empty category is usually referred to as PRO.



evidence against the presence of an empty category in that position. Similarly, as originally noted by
Postal and Pullum (1978), the other verbs listed in (20) are Raising verbs: in Raising constructions yet
another empty category is hypothesized in Principles and Parameters, and this one also does not block
contraction.

We must also consider auxiliary contraction, in particular the contraction of is. As shown in the
following examples from Carden (1983: 45), auxiliaries can contract over the canonical position of the
subject in long-distance dependency constructions.

(31) a. Who do you think’s gonna win?
b. Jack is the man that I bet’s gonna win.

On the assumption that long-distance dependency constructions always have an empty category in the
canonical position of the locally licensed function, these sentences should have the following
representations.

(32) a. Who do you think [e is gonna win]?
b. Jack is the man that I bet [e is gonna win].

However, the presence of empty categories such as these ought to block contraction for the same speakers
for whom wanna contraction is blocked by empty categories. The possibility of contraction thus indicates
the absence of an empty category preceding is in these sentences:

(33) a. Who do you think [is gonna win]?
b. Jack is the man that I bet [is gonna win].

The difference between these cases and the earlier ones involving wanna is that in the previous cases the
locally licensed function of the fronted element is arguably object (assuming a Raising-to-Object analysis
for want), while in the auxiliary contraction cases the fronted element bears no locally licensed function
other than subject. The conclusion that we draw from these facts is that when the locally licensed
function of a fronted element is subject, there is no empty category in its canonical position. To
summarize, the motivated structures are the following:

(34) a. Who do you want [, to see e]?
b. Who do you want e [, to see Pnina]?
C. Who do you think [}, is going to win]?

The conclusion, then, is that long-distance dependency constructions involve the use of empty
constituent structure in the canonical structural position of the locally licensed function, unless this
function is “subject”. This conclusion converges with similar proposals made in other studies, such as
Gazdar (1981) and Falk (2006). However, it clashes sharply with the view in the P&P tradition.

To summarize: Pronominal empty categories and empty categories for “NP movement”
constructions do not exist, and neither do empty categories in canonical subject position even for long-
distance dependency constructions.

5.2. Constraint-Based Syntax

Constraint-based theories of syntax are not inconsistent with the existence of empty categories,
as can be seen by examining such studies as Gazdar (1981), Kaplan and Bresnan (1982), Zaenen (1983),
Gazdar, Klein, Pullum, and Sag (1984), Pollard and Sag (1994), Bresnan (1995, 2001), Falk (2001), and
Culicover and Jackendoff (2005). However, there is a natural suspicion of empty categories among
people working in such frameworks. As Dalrymple (2001: 415) puts it,

Further work will reveal ... whether incontrovertible evidence exists for traces, gaps, or
empty phrase structure categories. In the d8€nce of such evidence, a simpler and more
parsimonious theory of long-distance dependencies results if traces [i.e. empty



categories] are not allowed.

This suspicion stems in part from a perception that the P&P tradition shows that once empty categories
are recognized, there is a tendency for the inventory of empty categories to grow in an unconstrained
fashion.® As with all elements that are not overt in the actual utterance, these empty categories are prone
to such unconstrained proliferation, as well as posing issues of parsing and the like.” For this reason,
many studies in constraint-based approaches have championed non-empty-category approaches to long-
distance dependency constructions (see, for example, Kaplan and Zaenen 1989, Sag and Fodor 1994,
Ginzburg and Sag 2000, Bouma, Malouf, and Sag 2001, Dalrymple 2001, and Dalrymple, Kaplan, and
King 2001).

The empirical evidence confirms the suspicion of empty categories up to a point. It is striking
that the evidence points to the nonexistence of empty categories in so many of the contexts in which they
have been hypothesized. Our proposal is that while empty categories are allowed, they are a dispreferred
last resort. As noted by Bresnan (2001), the last-resort status of empty categories is a consequence of the
principle of Economy of Expression, under which syntactic nodes are present only when needed to
license grammatical f-structures or for their semantic content. Empty categories have no semantic
content, so their only possible role is in licensing grammatical f-structures. If an alternative method is
available for licensing the same f-structure, the use of an empty category will be blocked by Economy
of Expression. The last-resort nature of empty categories explains the empirical evidence of their rather
limited distribution.

Most of the constructions for which empty categories have been proposed are lexical
constructions, for which empty categories are unnecessary. The only confirmed cases of empty categories
have been in long-distance dependency constructions. Long distance dependency constructions, unlike
the other constructions for which empty categories have been proposed, are not argument-realization
constructions and thus not lexical. Instead, they are multifunctionality constructions in which an
argument is paired with a non-argument function. In sentences such as the following, for example, the
sole argument function of the NP Pnina is as subject or oblique object of the verb spoke, just as it would
be in an ordinary non-LDD sentence. The reason that the NP appears at the beginning of the sentence is
because it has an additional discourse-related function. This additional function is not a result of the
argument status of Pnina; instead, it is related to the discourse in which the sentence is embedded.

(35) a Pnina, I said that you think spoke to us
b. Pnina, I said that you think we spoke to.

The fact that this is not an argumenthood-related phenomenon is reinforced by the fact that adjuncts can
also be assigned this additional discourse function.

(36) a. When do you think the plane will arrive?
b. How did Yoni say he would fix the sink?

Assimilating LDD constructions to lexically-based constructions would force us to represent adjuncts
as part of the lexical selectional properties of verbs, as is done by Bouma, Malouf, and Sag (2001) in an
HPSG analysis.

Given that LDD constructions are not lexical and that Universal Grammar allows them, there
must be some non-lexical mechanism for licensing them. One possibility would be for the clause in
which the “fronted” element is located to include an outside-in equation stating that this discourse-
function-bearing element bears some grammatical function in a clause arbitrarily far down: outside-in

8As a student of mine once blurted out in class: “If you assume traces, you may as well be doing GB!”

*We will not address the question of how speakers recognize empty categories if they cannot be heard. In our view it
is tautological that if it can be shown that empty categories exi lehe parsing mechanism for hypothesizing them must also exist.
Similarly, we do not consider it a problem that in languages ‘h’s freer constituent order than English the empty category could
occuply more than one linear position in the c-structure. There may be principles that restrict its linear position (such as a principle
that places lighter elements before heavier ones); if not, what results is a case of innocuous structural ambiguity.



functional uncertainty:

(37) a (T Focus) = (T comp* SUBYJ)
b. (T rocus) = (T comp* 0BI)

However, while (37a) is unproblematic, (37b) runs afoul of the theory of subjecthood proposed by Falk
(2006). According to Falk’s theory, functional equations are not free to reference any element in a lower
clause: they are limited to referencing the subject.'” This limitation, which is justified on conceptual
grounds, is responsible for the restriction of functional controllees to subjects. Just as the lower element
in a control equation is limited to SUBJ, the lower element in an LDD-licensing functional uncertainty
equation is limited to SUBJ.

Ifthis line of argumentation is correct, Universal Grammar faces a problem: how to license LDD
constructions in which the locally-licensed grammatical function is not SUBJ. The only possibility left
is an equation associated with an element of the lower clause, an inside-out equation, which would have
to be associated with the node representing the locally-licensed function. Since there is no lexical content
to fill such a node, the result is an empty category: the only means available to Universal Grammar to
license the construction.

Despite our endorsement above of the view expressed by Bresnan (2001) that the last-resort
status of empty categories is a consequence of LFG’s Economy of Expression principle, our approach
differs crucially from Bresnan’s. For Bresnan, inside-out functional uncertainty is necessitated in
languages like English to identify the locally licensed function of the fronted element because of the lack
of morphological devices such as Case; languages in which such morphological marking exists do not
use empty categories. Under the present approach, all languages need empty categories to license non-
subject LDD constructions because of the restriction of the lower end of an outside-in designator to SUBJ,
regardless of the morphological devices available in the language.

The last-resort view of empty categories, combined with a distinction between lexical and
constructional phenomena and Falk’s theory of subjecthood, results in a situation in which empty
categories are present only in non-subject LDD constructions. This agrees with the results of our
empirical investigation into the distribution of empty categories.
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Abstract

This paper presents a formal analysis of the verb copy construction in Modern Chinese. Unlike
the previous analyses, in which this construction is analyzed as a single-headed structure with the
second VP as the head and the first VP as an adjunct, our analysis treats the verb copy
construction as a coordinated VP, with each VP as a co-head. We further propose that the first
VP subsumes the following VPs in this construction. We also show that this alternative approach
can successfully capture and explain all of the three key properties that characterize this
construction.

1 Introduction

This paper presents a formal analysis of the verb copy construction (VCC) in the framework of
LFG (Kaplan and Bresnan 1982, Bresnan 2001, Dalrymple 2001), and this section provides an
overview of the VCC and its key properties in Modern Chinese.

The verb copy construction in Modern Chinese refers to a construction in which the verb
must be duplicated before its post-verbal adjunct (such as an adverbial phrase), in the presence of
at least one other post-verbal constituent (such as an object). For example:

(1)a. 5k= ¥ X EE A b
ZhangSan Xue zhongwen xXue de hen hao
ZhangSan study Chinese study DE' very  well

‘ZhangSan studies/studied Chinese very well’
b. *7k = 3 T 3 1R 4t
ZhangSan xue zhongwen de hen hao
ZhangSan study Chinese DE very  well

The contrast between (1a) and (1b) shows that the verb xue ‘study’ must be duplicated before its
post-verbal adjunct de hen hao ‘very well’, in the presence of the object zhongwen ‘Chinese’.

(1a) and (2) below represent a typical type of VCC in Modern Chinese, with the word order
Verb-Object-Verb-Post-Verbal Adjunct. The post-verbal adjunct can be an adverbial phrase (as
illustrated in (1a)), but it can be another category as well. For example,

() kK= S Hh3C =3 T = Fo
ZhangSan  xue zhongwen xXue le hen hao
ZhangSan study Chinese stuady ASP  three year

‘ZhangSan have studied Chinese for three years’

In (2), the post-verbal adjunct consists of a noun phrase san nian ‘three years’.

Previous studies (C. Li 1975, Huang 1982, Gouguet 2004, 2006, etc.) addressing this
construction have focused exclusively on this particular type, in which the first verb is followed
by an object, and the verb is duplicated only once. However, this is by no means the only type of
the verb copy construction, as shown by (3).

"In this paper, DE is a marker for introducing post-verbal adjuncts in Modern Chinese; ASP stands for
‘aspect marker’; CL stands for ‘classifier’.
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(Ba gk— BoN T - R BIN 3 1R %o
ZhangSan wan  le yi tian  wan  de hen lei

ZhangSan play ASP  one day play DE very tired
‘ZhangSan played for a day and was/is tired.’
b. & e X F i/ - S 1R 4.
WO song ta zhe jian liwau song de hen hao
1 give  him  this CL gift give DE very  well

>

‘I gave him this gift and it turned out to be a very good idea.

c.flt xRk Iu T — R BN (53 1R #.
ta wan youxi wan le yi tian wan  de hen lei

he play game play ASP one day play DE tired

‘He played games for a day and was/is tired.’

very

d.* 3k peS fib beS X 7t L7/ e 3 1R 4t
WO song ta song  zhe jian liwa song de hen hao
| give him  give this CL gift give DE very  well

(3a-c) are all examples of the VCC. However, note that in (3a), both verbs are followed by a
post-verbal adjunct instead of an object in the first VP. In (3b), the first verb is followed by two
objects instead of just one, and in (3c), the verb is duplicated more than once.

Previous studies have also focused on the idea that the VCC in Chinese is motivated by a
condition on VP that the verb can only have one complement (C. Li 1975, Y. Li 1985, Dai 1992).
Examples such as (3b) apparently do not support this claim, and in fact, the verb cannot be
duplicated before the second object, as shown in (3d).

Instead, the correct generalization is that the first VP in the VCC must contain ALL the overt
internal arguments of the verb (if there is any internal argument at all), and the next VP(s) contain
only single post-verbal adjuncts (Fang 2005). Therefore, the ditransitive verb song ‘give’ in (3b)
cannot be duplicated before the second object, and both objects have to be contained in the first
VP (see *(3d)). The internal argument youxi ‘game’ in (3¢) has to be in the first VP as well (and
not simply in any of the (other) VPs).

Similarly, because both the object yi ben shu ‘a book’ and the oblique zai zhuo shang ‘on the
desk’ are internal arguments of the verb fang ‘put’ in (4), the verb cannot be duplicated before the
oblique, as shown by the contrast between (4a) and (4b). However, it must be duplicated before
the post-verbal adjunct if present, as shown in (4c).
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(4)a. K= 4 T - ZS 15 1E W k.
ZhangSan fang le yi ben shu zai zhuo  shang
ZhangSan put ASP  one CL book at desk  top

‘ZhangSan put a book on the desk.’
b k= 14 T — ZS ot B A il L.
ZhangSan fang le yi ben shu fang  zai zhuo  shang
ZhangSan put ASP  one CL book put at desk  top



c. 5K= BT — S 15 % L B T MM A
ZhangSan fang le yi ben shu zai zhuo shang fang le  hen jiu
ZhangSan put ASP  one CL book at desk top put ASP very long

‘ZhangSan put a book on the desk, and he left it there for a long time.’

In contrast, other VPs in the VCC, which do not contain internal arguments, must contain
only one post-verbal adjunct, and the verb must be duplicated before each post-verbal adjunct if
there is more than one post-verbal adjunct, as shown in (3a) and (3c).

To summarize, the VCC in Modern Chinese can be schematized as follows.

(5) The Verb Copy Construction Schema

First VP: Verb  Object(s)/Post-verbal Adjunct
then

Second VP: Verb  Post-verbal Adjunct
iterating to

Nth VP: Verb  Post-verbal Adjunct

It is also important to point out that this construction has the following three key properties (i-
iii) below. The third property has not been mentioned yet, but is crucial in diagnosing the right
analysis for the VCC.

(1) The VP involving object(s), if it occurs, must occur before any other VP(s) involving
a post-verbal adjunct in the VCC. In other words, the order in the VCC exhibits a
type of asymmetry, namely, object(s) must precede post-verbal adjunct(s), as shown
by the contrast between (6a) and (6b).

(6)a. k= i GBS pid 15 1R 58
ZhangSan tan gangqin tan de hen hao
ZhangSan play  piano play DE very  well
‘ZhangSan plays piano very well.’
b. *5k = B & 1R 4t B CUECE
ZhangSan tan de hen hao tan gangqin
ZhangSan play DE very  well play piano
(i1) VCC can be extended to multiple verb copying cases, as shown in (3c), repeated

below as (7).

(MAt xR I T - PN ES 3 1R .
ta wan youxi wan le yi tian wan  de hen lei

he play game play ASP one day play DE very tired
‘He played games for a day and was/is tired.’

(iii) Object extraction from the first VP is allowed in the VCC, but only if the first VP
contains another object, as illustrated by the contrast between (8a) and (8b).
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®a. X f+ AP & bey fib <gap> & B/ MR U o

zhe jian liwu wo song ta <gap> song de hen hao
this CL gift I give  him <gap> give DE very good
‘I gave him this gift and (it turned out to be) very good.’
b. * 4 5L 7k = il <gap> 15 7S Uf .
gangqin ZhangSan tan <gap> tan de hen hao
piano  ZhangSan play <gap> play DE very well

These three properties are key aspects of the VCC in Modern Chinese, and it is the goal of
this paper to provide a formal analysis of this construction that can capture and explain all of
these properties. Previous analyses of this construction are reviewed in section 2, and we then
present our alternative analysis in section 3.

2 Previous Analyses

In previous approaches (Huang 1982, Gouguet 2004, 2006), the VCC is analyzed as a single-
headed structure; the second VP is the head and the first VP is an adjunct, either base-generated
or created as a movement copy. However, these approaches cannot capture and explain all of the
three key properties of the VCC presented above.

Huang (1982) proposes that the VCC in Modern Chinese is a single-headed construction, and
the second VP is the main predicate. He also proposes that the first VP is the adjunct of the
second VP in a VCC, as shown in (9).

©) | veveo

VP1 (adjunct VP) VP2 (head VP)
tan gangqin tan de hen hao
play piano play DE very well

Huang’s analysis does not capture the three key properties of the VCC. First of all, it does
not explain the word order asymmetry, namely, the object(s), if it occurs, must occur before the
post-verbal adjunct(s). It is unclear how Huang’s analysis would prevent the VP tan gangqin
‘play piano’ from being generated as the head VP and the VP tan de hen hao ‘play very well’
from becoming the adjunct, as shown in (10).

(10) * VP (VCO)
/\
VP (adjunct VP) VP (head VP)
tan de hen hao tan gangqin
play very well play piano

In fact, a syntactic representation like (10) would more closely match the semantics of the
VCC, given that semantically, the VP with a post-verbal adjunct serves as the modifier of the VP
with an object, and normally, the modifier of a VP would map into the adjunct position.
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It is also unclear how Huang’s analysis can accommodate cases such as (7), in which the verb
is duplicated more than once. In his study, only cases in which the verb is duplicated once are
considered.

Huang’s analysis is further challenged by the object extraction facts illustrated in (8)
(repeated below as (11)).

(Iha. X f Y & % i <gap> ® oM OR &,
zhe jian liwu wo song ta <gap> songde hen hao
this CL gift I give  him <gap> give DE very good
‘I gave him this gift and (it turned out to be) very good.’

b * 5 k= i <gap> 15 1 Ut
gangqin ZhangSan tan <gap> tan de hen hao
piano  ZhangSan play <gap> play DE very well

(11a) contradicts the Adjunct Island Constraint (part of the CED, Huang 1982) which prohibits
the extraction of an element from an adjunct. Furthermore, any movement approach that allows
(11a) would have to allow (11b), which would obviously be an undesirable result. In fact, the
contrast between (11a) and (11b) shows that any phrase structure constraint on VP in Modern
Chinese makes reference only to overt structure (c-structure in LFG). As far as we can see, every
movement-based analysis must incorrectly generate (11b): we know that movement out of the
first VP is possible, somehow, due to (11a), and therefore we would also expect the base structure
of (11b) to be generated by the grammar (it is grammatical if gangqin ‘piano’ remains in situ),
with movement then giving the surface form in (11b).

Gouguet (2004, 2006) also treats the VCC as a single-headed construction. He proposes that
the VCC in Modern Chinese is derived from VP movement and head movement, as illustrated
below.
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(12) vP?

vp /\ o

/\ /\
v DPobj (DPsubj) VP
%(_J
3
A v FP

v Post-Verbal FP

| Adjunct /\

le/de F MR-
/\
e BPobj
| - J
]
tan gangqin tan de hen hao
play piano play DE  very well

According to Gouguet, (12) represents the structure and the derivational process of a VCC
such as tan gangqin tan de hen hao ‘play piano play very well’. The V moves first as a head,
adjoining to v, and then the whole VP, including the V and the object, moves to the sister position
(the adjunct position) of the vP. After these two movements, the original VP is deleted
(unpronounced) and the new VCC is derived.

If the VCC is derived through the movement process described above, it is obvious that the
object must precede the second verb and the post-verbal adjunct. Therefore, Gouguet’s analysis
does predict the asymmetry between the object and the post-verbal adjunct in the VCC.
However, Gouguet’s analysis ignores an important fact of the VCC, which is that a VCC in
Modern Chinese does not necessarily involve a VP with an object. For example:

(13) fib B T - PN BN s R .
ta wan le yi tian  wan  de hen lei
he play ASP  one day play DE very  tired

‘He played for a day and was/is tired.’

In this type of VCC, both the first and the second verb take a post-verbal adjunct. Because in
Gouguet’s analysis all post-verbal adjuncts appear in the SPEC (specifier) position of FP as
shown in (12), it is unclear how this type of VCC can be derived through the movement
mechanism described. Furthermore, the motivation for the VP movement remains unclear, as
acknowledged by Gouguet himself.

? According to the Little v Hypothesis (Kratzer 1996), external arguments such as agent subjects are not
assigned directly by a verb but rather by a silent “light verb” acting as a secondary predicate. This silent
“light verb” is notated as a little v in syntactic theories adopting this hypothesis.

* In Gouguet (2004, 2006), post-verbal adjuncts merge into the SPEC (specifier) position of FP, which is a
higher projection containing VP.
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In addition, Gouguet’s approach does not capture and explain the other two key properties of
the VCC: multiple verb copying cases such as (7) and object extraction facts illustrated in (11)*
pose the same challenges to Gouguet as they do to Huang (1982).

Our paper provides an alternative analysis in the framework of LFG for the VCC in Modern
Chinese, which can capture and explain all of the relevant properties. Our analysis is discussed in
the next section.

3  Our Approach

Based on historical evidence, facts of aspect attachment, adjunct distribution and negation scope
in the VCC, we propose that the VCC should be analyzed as a double/multiple-headed
coordinated VP, with each VP as a co-head. These four pieces of evidence are presented in 3.1.

3.1 Evidence Supporting VCC as a Coordinated VP
3.1.1 Historical Evidence

In the history of Chinese, the VCC (the ‘V(erb) O(bject) V(erb) (post-verbal) A(djunct)’ pattern)
did not emerge until the Early-Modern Chinese period (1001-1900). Instead, it was the “V(erb)
O(bject) (post-verbal) A(djunct)’ pattern that was commonly used until the 5t century. For
example,

aHHE F 7/ W AR . (VOA)
du shu bai bian
read book one hundred  time
‘Read a book a hundred times.’

( (=) San Guo Zhi (265-316))

However, this VOA pattern started to decline after the 5t century, and by the time the VOVA
pattern emerged, the VOA had almost completely disappeared.

Fang (2006) proposes that the decline of the VOA pattern and the rise of the VOV A pattern
(VCC) are triggered by the development of VA compound verbs (such as #] %t da-si ‘beat to
death’). According to Fang, this hypothesis is supported by the fact that the development of VA
compound verbs coincides with the decline of the VOA and the rise of the VAO in Chinese
history, as demonstrated by the graph below.

* According to Gouguet’s analysis, the first VP is the adjunct and the second VP is the head VP in the VCC.
This is because the second verb is derived through head movement whereas the first verb is derived through
VP movement to an adjunct position.
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Increased use of the VA compound verbs introduces a pattern pressure on A in the sense that
the favored position for A is the position directly associated with the V, and this leads to the rise
of VAO pattern. However, the VAO pattern is not the perfect replacement for the declining VOA
pattern for the following two reasons: first, the VA in the VAO must be a compound verb,
however, not all of the A in the VOA pattern can form a compound verb with the V; second, the
A in the VAO is not the information focus whereas the A in the VOA is. The development of the
VA compound verbs seems to introduce a syntactic and pragmatic conflict on the VOA pattern:
syntactically the A is supposed to directly associated with the V, however, pragmatically the A is
supposed to remain in final position, because it is the information focus, and the default position
for information focus is final position.

Fang proposes that the reason of the VCC (VOVA pattern)’s emergence is precisely because
the VOVA pattern can reconcile the syntactic and pragmatic conflicts developed on the VOA
pattern due to the increased use of VA compound verbs. In the VOVA pattern, the A is directly
associated with the V, and meanwhile, it remains in final position, the default position for
information focus.

Fang also proposes that that the VCC in Modern Chinese emerged from two independently
well-formed VPs in a context such as (15).

(15) (NP) VO, ti Vi3de A
In (15), the two VPs serve as the main predicate of two different clauses, in which the subject of

the second clause is pro-dropped and co-indexed with the subject of the first clause, as
exemplified in (16).

(16) (& Hiia#s) 8k W, g 3 PN [l
yin jiu,  chi de da zui
drink wine drink DE very  drunk

‘(Wu, Song) drunk wine until he was very drunk.’ ( (K#H#) Shui Hu Zhuan 13th -14th century)

Over time, the comma (the pause) separating these two VPs disappeared for reasons such as
fast speaking speed, and the two clauses were reanalyzed as one. This reanalysis process
produced a new pattern as shown in (17) below, in which the original two predicative VPs are

> 17, chi “drink’ and #) yin ‘drink’ are synonyms in (16).
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reanalyzed as elements of one predicate: a VCC. (18) is such an example in the same book in
which (16) is found.

(17) VOV#ide A

(18) GERFAIM AR A TG, ) g W I 1§ KB
chi jiu chi de da  zui
drink wine drink DE very drunk
‘(This fat monk) drank wine until he was very drunk.”  ( OKFH$) Shui Hu Zhuan 13th -14th century)

Post-verbal adjuncts introduced by de ‘DE’ are the earliest type of post-verbal adjunct
appearing in the VCC. Over time, other types of post-verbal adjuncts also started to occur in the
VCC, as shown in (19). By the time of the late Qing Dynasty (1644-1911), the VCC had already
been fully developed.

(19 A i # I Gl i
qing ren qing dao si wu ci
invite people invite ASP four five  time

‘(...) invited people four or five times.” ( ¢/ KX HERHAEE) Lu taixue shi jiu ao gonghou 14th -17th century)
peop

This historical process clearly shows that the two VPs forming the VCC are equal elements of
the VCC and thus supports our analysis of the VCC as a coordinated VP in Modern Chinese.

In addition to the historical evidence, facts regarding the aspect attachment, adjunct
distribution and negation scope in the VCC also support analyzing it as a coordinated VP. These
facts are discussed in the following sub-sections.

3.1.2 Aspect Attachment

The fact that the perfective aspect marker /e can appear in either the first VP or the second VP or
both in a VCC also suggests that each VP is a head, because the perfective /e is only attached to
heads in Modern Chinese. For example:

(20) a. 5k — o HE #oooT ®" Ao
ZhangSan tan gangqin tan le hen  jiu
ZhangSan play  piano play ASP very long

‘ZhangSan played piano for a very long time.’

b. 5Kk = gt T - PN i (53 R .
ZhangSan tan le yi tian  tan de hen lei
ZhangSan play ASP one day play DE very  tired

‘ZhangSan played for a day and was/is tired.’
c. jk= oo - R B T - 5] i
ZhangSan tan le yi tian  tan le yi bai bian

ZhangSan play ASP one day play ASP  one hundred time
‘ZhangSan played for a day and played one hundred times.’

It is true that the aspect marker /e tends not to occur in the VP involving object(s) (as shown
in (21)), which would be the first VP in the VCC if it occurs, and Huang (1982) view this fact as
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evidence that the first VP in the VCC is an adjunct rather than a head VP. However, as shown by
(20b) and (20c), it is not true that the aspect marker cannot occur in the first VP in the VCC. We
believe that the real reason why the aspect marker tends not to appear in the VP involving
object(s) is because the VP involving object(s) must serve as a topic in the VCC (Cui 2003), and
aspect markers do not normally appear in the topic.

1) *7k = #ooT wE #oooMm A
ZhangSan tan le gangqin tan hen  jiu
ZhangSan play ASP  piano play very long

3.1.3 Adjunct Distribution

Normally, an adjunct of a VP can only be distributed to the head of that VP, but not to another
adjunct of that VP. For example:

(21) ZhangSan studied Chinese very well in Beijing.

In (21), the adjunct ‘in Beijing’ is distributed to the head VP ‘studied Chinese’, but not to the
adjunct ‘very well’.

However, the adjunct of a VCC in Modern Chinese must be distributed to all the VPs. For
example:

(22) 5k = £ dbst 2 PG EE - T
ZhangSan zai  Beijing xue hanyu xXue de hen hao
ZhangSan in Beijing study Chinese study DE very  well

‘ZhangSan studied Chinese very well in Beijing.’

(22) entails both ‘ZhangSan studied Chinese in Beijing’ and ‘ZhangSan studied very well in
Beijing’, which suggests that the adjunct zai Beijing ‘in Beijing’ is distributed to both VPs. Thus
both VPs are heads rather than one being an adjunct of the whole VCC: xue hanyu xue de hen hao
‘study Chinese study very well’.

3.1.4 Negation

A negator such as mei ‘not’ cannot appear before the first VP in the VCC; however, it can appear
before the second VP, as shown by the contrast between (23a) and (23b).

(23) a. *4t W ¥ Wik % 4f. (*negtVOVA)
ta mei xue hanyu xue hao
he not study Chinese study well
b. b =5 DO w % If. (VO+neg+VA)
ta xue hanyu mei xue hao
he study Chinese not study well

‘He studied Chinese, but did not study well.’
Analyzing the VCC as a coordinated VP provides an explanation for this contrast, for the

following reason. When it appears before the coordination, mei ‘not’ scopes over the entire
construction, for example:
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(24) k= e HEvF i FN.
ZhangSan mei piping zebei  lisi
ZhangSan not criticize blame LiSi

‘ZhangSan did not criticize and blame LiSi.’

As shown in (24), the negator mei ‘not’ is distributed to both piping ‘criticize’ and zebei ‘blame’,
and (24) entails both ‘ZhangSan did not criticize LiSi’ and ‘ZhangSan did not blame LiSi’.

Returning now to (23a), if it involves a coordinated VP, the negator mei ‘not’ will distribute
to both xue hanyu ‘study Chinese’ and xue hao ‘study well’ in (23a); the ill-formedness is exactly
due to this negator distribution. The first part, ta mei xue hanyu ‘he not study Chinese’ entails
that ‘he did not study at all’. However, ta mei xue hao ‘he not study well’ entails that ‘he studied
(but did not study well)’, and these two entailments conflict. Therefore, (23a) is ill-formed due to
an entailment conflict introduced by the negator distribution, which is in turn because the VCC is
a coordinated VP construction.

By contrast, the negator is placed after the first VP and so only scopes over the second VP in
(23b). Then both VPs in (23b) entail that ‘he studied Chinese’, and there is no entailment conflict.

3.2 VCC as a Special Type of Coordinated VP

Based on the evidence presented in section 3.1, we propose that the VCC is analyzed as a
double/multiple-headed coordinated VP, with each VP as a co-head, as shown in (25).

(25) VP(VCC) — VP VP +.
€T lET

We further propose that the first VP stands in a subsumption relation (Zaenen and Kaplan
2002, 2003) to every other VP. Making the first VP subsume other VPs makes the first VP more
general than every other VP in the VCC, which captures an observation in previous studies (Cui
2003, etc.) that the first VP serves pragmatically as the secondary topic, and the other VPs
involving post-verbal adjuncts serve as the comment to the first VP. For example,

(26) 5k = Ve E w® i
ZhangSan  xue hanyu xue de hen hao

ZhangSan study  Chinese study DE very  well
‘ZhangSan studied Chinese very well.’

In (26), xue hanyu ‘study Chinese’ serves as the secondary topic and xue de hen hao ‘studied very
well’ serves as the comment to the first VP and provides more specific information about the
topic: the result of ‘study Chinese’. In this sense, the first VP is more general and subsumes
every other VP in the VCC.

Technically, this subsumption relation can be achieved by making the first VP the head of the
entire VCC®, as shown in (27).

(27) VP(VCC) — VP VP +.
ler et
V=1

(27) captures and explains all of the three key properties of the VCC discussed in section 1.

% Thanks to Ron Kaplan for this solution.
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First of all, the VCC cases in which the verb is copied more than once (such as (28)) follow
in a straightforward way.

Q) fl o Rk T - P R " &R
ta wan youxi wan le yi tian wan  de hen lei
he play game play ASP one day play DE very tired
‘He played games for a day and was/is tired.’

Following (27), (28) is simply a coordinated VP with three conjuncts, as illustrated in (29).

(29) VP
VP1 VP2 VP3
&1 &1 &1
| =
wan youxi wan le yi tian wan de hen lei
play game play-ASP one day play De very tired

Second, our approach predicts the constituent order asymmetry in the VCC. Specifically, the
VP involving object(s) must occur before any VP involving a post-verbal adjunct, as shown by
(6), repeated below as (30).

(30) a. 5k = il GlEss il 13 R Ut
ZhangSan tan gangqin tan de hen hao
ZhangSan play  piano play DE very  well

‘ZhangSan plays piano very well.’
b. *5k = B 3 1R 4t B CIE
ZhangSan tan de hen hao tan gangqin
ZhangSan play DE very  well play piano

(27) requires that all of the verbs in the VCC must share the subcategorization frame of the
first VP. Therefore, (30b) is ruled out either by the Completeness Condition of LFG (Kaplan and
Bresnan 1982), as the first VP is locally incomplete, see (31); or by the Coherence Condition of
LFG (Kaplan and Bresnan 1982), as the object in the second VP is ungoverned, see (32).
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(31): blocked by (27)

[ (] ‘tan <SUBJ OB

L1 SUBJ [PRED ‘ZhangSan’] |
ADJUNCT [PRED ‘de hen hao’] >

— OBJ —
< Incomplete VP14
—
PRED ‘tan < SUBJ OBJ>’
SUBJ [PRED ‘ZhangSan’]
\ | OBJ [PRED ‘gangqin’] )
~ADJUNCT [PRED ‘de hen hao’] -
(32): blocked by (27)

( ( PRED ‘tan <SUBJ> | )
SUBJ [PRED ‘ZhangSan’]
ADJUNCT [PRED ‘de hen hao’]

== 3/
| PRED ‘tan <SUBJ >’ ™
SUBJ [PRED ‘ZhangSan’]
OBJ [PRED ‘gangqin’]
~| ADJUNCT [PRED ‘de hen hao’]
\

\\ Incoherent VP2 |

In contrast, even though the second verb fan ‘play’ in (30a) does not have a local object, its
VP is complete, as the VP’s information is subsumed by that of the first VP, which is complete,
as shown in (33).

(33): f-structure of (30a)

( ( PRED ‘xue <SUBJOBJ> ) )
SUBJ [PRED ‘ZhangSan’]
OBJ [PRED ‘hanyu’]

{  PRED ‘xue <SUBJOBJ> —~ /
SUBJ [PRED ‘ZhangSan’]
OBJ [PRED ‘hanyu’]
_ ADJUNCT [PRED ‘de hen hao’] _J
\ J

Finally, the object extraction facts in the VCC (as shown in (8), repeated below as (34)) are
explained by the C-structure constraints on Chinese VPs.

(34)a. X F Ly & & fih <gap> X 3 R 4f.
zhe jian liwa  wo song ta <gap> song de hen hao
this CL gift I give  him <gap> give DE very good
‘I gave him this gift and (it turned out to be) very good.’
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b.* 5 k= il <gap> 15 1R It
gangqin ZhangSan tan <gap> tan de hen hao
piano  ZhangSan play <gap> play DE very well

Each Chinese VP is internally as simple as possible (an Economy constraint; see Peck and
Sells (2006)). Yet each VP must consist of V and a sister X where X can be internal argument(s)
or one post-verbal adjunct (Fang 2005, 2006); a Chinese VP has a minimal condition that it
contains some sister to V. Therefore, when the object ganggin ‘piano’ in (34c) appears in fronted
position, and with no duplication of the verb, the VP tan de hen hao ‘plays very well’ satisfies the
c-structure constraints on VP, and no VCC needs to be triggered. The f-structure is well formed —
it is a single f-structure with an object and an adjunct. Note that this analysis crucially relies on
the assumption that the “gap” in these examples has no status in c-structure: the long-distance
dependency is only represented at f-structure (TOPIC=0OBJ). In contrast, when the verb tan
‘play’ is duplicated as shown in (34b), the first VP consists of a bare verb, which violates the c-
structure constraint on Chinese VPs mentioned above.

Sometimes, even with a topicalized object, the VCC is necessary: when the object zhe jian
liwu ‘this gift’ in (34a) is fronted, the VCC must be triggered because otherwise *song ta de hen
hao violates the C-structure VP rules: it is too complex.

4 Conclusions

To summarize, we have presented an analysis for the VCC in Modern Chinese. Unlike the
previous analyses, in which the VCC is analyzed as a single-headed structure with one VP as the
head and the other VP as an adjunct, our analysis treats the VCC as a coordinated VP, with each
VP as a co-head. We further propose that the first VP subsumes the following VPs in the VCC
and technically, this can be achieved by making the first VP the head of the entire VCC.

We have shown that this proposed approach can successfully capture and explain all of the
three key properties that characterize the VCC: it predicts that VO must precede VA in the VCC;
it explains multiple verb copying cases in a straightforward way; and it correctly predicts the
object extraction facts involving the VCC. It makes these predictions only because of the
factorization of information into f-structure and c-structure: the constraints on VP are partly
functional (the first VP must be locally complete and coherent) and partly purely structural: a VP
consists of a V and at least one sister, but the VP must be as simple as possible (i.e., constrained
by f-structure well-formedness).
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Abstract

This paper presents a method to automatically acquire widerage,
robust, probabilistic Lexical-Functional Grammar (LF@yources for Chi-
nese from the Penn Chinese Treebank (CTB). Our starting fothe ear-
lier, proof-of-concept work of Burke et al. (2004) on autdim&unctional)-
structure annotation, LFG grammar acquisition and parking€hinese us-
ing the CTB version 2 (CTB2). We substantially extend andrioup on this
earlier research as regards coverage, robustness, caradifine-grainedness
of the resulting LFG resources. We achieve this throughr{proved LFG
analyses for a number of core Chinese phenomena; (ii) a nesmatic f-
structure annotation architecture which involves an mtsttiate dependency
representation; (iii) scaling the approach from 4.1K tieeSTB2 to 18.8K
trees in CTB version 5.1 (CTB5.1) and (iv) developing a ndveébank-
based approach to recovering Non-Local Dependencies (NldPShinese
parser output. Against a new 200-sentence good standardrmdaily con-
structed f-structures, the method achieves 96.00% f-sfmoréstructures
automatically generated for the original CTB trees and B%dor NLD-
recovered f-structures generated for the trees outputksi’Biparser.

1 Introduction

Automatically inducing deep, wide-coverage, constrhated grammars from ex-
isting treebanks avoids much of the time and cost involvech@mually creating
such resources. A number of papers (van Genabith et al.,; 28dler et al.,
2000; Frank, 2000; Cabhill et al., 2002) have developed nustHor automati-
cally annotating treebank (phrase structure or c(onstijtsructure) trees with
LFG f(unctional)-structure information to build f-struece corpora to acquire LFG
grammar resources.

In LFG, c-structure and f-structure are independent leeélsepresentation
which are related in terms of a correspondence functioneptigin ¢ (Kaplan,
1995). In the conventional interpretation, thecorrespondence between c- and
f-structure is defined implicitly in terms of functional astations on c-structure
nodes, from which an f-structure can be computed by a consgalver.

In one type of treebank-based LFG grammar acquisition ambroreferred
to as “annotation-based grammar acquisition”, functietilemata are annotated
either manually on the entire Context Free Grammar (CF@&sralutomatically
extracted from the treebank (van Genabith et al., 1999);noa smaller number
of hand-crafted regular expression-based templatessemtiag partial and under-
specified CFG rules (Sadler et al., 2000) which are applieditomatically anno-
tate the CFG rules extracted from treebank trees; or, usiragnaotation algorithm
traversing treebank trees, applying annotations to eadk nba local c-structure
subtree in a left/right context partitioned by the head n@hill et al., 2002).

An alternative grammar acquisition architecture for LF&erred to as “conver-
sion-based grammar acquisition”, directly induces amdestire from a c-structure
tree, without intermediate functional schemata annatatmn c-structure trees. An
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algorithm building on this architecture was developed iarfkr(2000) by directly
rewriting partial c-structure fragments into correspaogdpartial f-structures, using
a rewriting system originally developed for transfer-lshdéachine Translation.
As opposed to the CFG rule- and annotation-based archiéectuwhich annota-
tion principles are by and large restricted to local treedegith one, this approach
naturally generalises to non-local trees.

One of the challenges in both the annotation- and more dimatersion-based
architectures is to keep the number of f-structure anrastatonversion rules which
encode linguistic principles to a minimum, as their craativvolves manual effort.
Another challenge is to find automatic f-structure annotdtionversion architec-
tures that generalise to different languages and treebasddengs.

A common characteristic of the work cited above is that &l thethods are
applied to English treebanks (Penn-Il, Susanne and APdrgg@lfrom which LFG
resources are acquired for English. An initial attempt tteed the treebank- and
annotation-based LFG acquisition methodology to Chinega @as carried out
by Burke et al. (2004), which applied a version of Cahill et @004)'s algo-
rithm adapted to Chinese via the Penn Chinese Treebankne&tgL.DC2001T11)
and was evaluated against a small set of 50 manually cotetirgmwld-standard
f-structures. The experiments were proof-of-concept amdesvhat limited with
respect to (i) the coverage of Chinese linguistic phenomg@ihahe quality of the
f-structures produced; (iii) parser output producing opipto’ f-structures with
non-local dependencies unresolved; (vi) the size of thebttek and gold standard.

In the present paper, we address these concerns and presamtfatructure
annotation architecture and a new annotation algorithnCfonese, which:

e combines aspects of both the annotation-based and camvdyased archi-
tectures described above;

e generates proper f-structures rather than proto-f-sirastby resolving NLDs
for parser output;

e scales up to the full Penn Chinese Treebank version 5.1 (I0D&P01U01),
whose size is more than 4 times of that of CTB2;

¢ is evaluated on a new extended set of Chinese gold-standamndctures for
200 sentences.

2 Automatic F-Structure Annotation of CTB5.1

2.1 Chinese LFG

Research on LFG has provided analyses for a considerabléeruh linguistic
phenomena in Indo-European, Asian, African and Native Acaerand Australian
languages. However, Chinese is a language drasticallgrdiff from such lan-
guages as English, German, French etc. which are often thes fof attention.

'Developed jointly with PARC.
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The most distinctive linguistic properties of Chinese dievery little inflectional
morphology encoding tense, number, gender etc., resuititige almost complete
absence of agreement phenomena familiar from Europeandgeg; (ii) lack of
case markers, complementisers etc., which often caustcigrand semantic am-
biguity; (iii) the tendency towards omission of constittgeif they can be inferred
from the context, which includes not only subject and obgrguments, but also
predicates and other heads of phrases, in some cases.

Though the main purpose of this paper is to address the tdlissue of au-
tomatically inducing f-structures from the Penn Chinesetbank, an LFG account
for various phenomena and constructions in Chinese is aquisite. Work ad-
dressing Chinese issues within LFG formalism has beenechaut for a limited
number of phenomena. For example, Fang (2006) providesnzafanalysis for
the verb copy construction in Chinese; Huang and Mangio8@x)loffers an LFG
account of post-verbalf$/DE” construction; Her (1991) presents a classification
of Mandarin verbs by the subcategorised grammatical fanstiwithin LFG. In
our research , we adopt some existing theoretical LFG aisalgst also provide
our own solution to other Chinese core phenomena and didputanstructions
due to the lack of standard LFG account for therfio give a flavour of what the
Chinese LFG likes look, below we illustrate the c-structinees represented in the
CTB and our analyses with the corresponding f-structuresafoumber of core
linguistic phenomena characteristic of Chinese.

Classifiers are common in Chinese (and some other Asian languages) tin tha
they cooccur with numerals or demonstrative pronouns taitctiings or persons
(nouns) or indicate the frequency of actions (verbs). Taiploa unified interpre-
tation of classifiers, we treat a classifier as a grammatigattion modifying the
head noun (or verb) rather than for example as a featurehatiao the determiner

or head noun/verb, for the following reasons:

e classifiers have content meaning: standard classifiers asi¢i/meter”,
“/5 Jrlkilogram”, “Jffi/bottle” relate to distance, weight, volume, etc. and
individual classifiers indicate prominent features of tloeim they modify,
for example 4{'/BA” which is derived from “handle” is used as a classifier
for objects with a handle, as in (1).

v - T
one CLS chair
‘one chair’

e classifiers can function as the head within a phrase, as.in (2)
2T = T
hit three CLS
‘hit three times’

2Rather than providing a fully adequate LFG account in theouy analysis is compromise and
conservative in some respects for the practical reason ansidering tree representations in the
CTB.
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e classifiers can be modified by adjectives, as in (3).

@) — K mi R
one big bowl/CLS rice
‘a big bowl of rice’

Figure 1 illustrates the CTB representation of a classifidrthe corresponding
schematic f-structure. A noticeable difference is thatdaterminer (DT) takes a
guantifier phrase (QP) as its complement in the CTB consiittree, whereas in
our f-structure the determiner and quantifier are paralletfions both specifying
the head noun predicate.

4 x H AN FE
these five CLS student
‘these five students’

NP

/\ PRED ‘%4’

DP NP DET {PRED m}
/\ |
DT QP NN PRED A
| | QUANT -
ix CD CLP s NUMBER [PRED ji]
the | | student

oA

five CLS

Figure 1: The CTB tree and our f-structure analysis of thesifeer

DE Phrases are formed by the function wordt/DE” attached to various cat-
egories, such as possessive phrases, noun phrases,vadjgutases or relative
clauses. DE has no content other than marking the precedirase as a mod-
ifier of NP. Different from the original f-structure anndtat algorithm and the
50-sentence gold-standard f-structures developed ineBetrl. (2004), we choose
the content word rather than DE as head of the modifier, becalthe other words
in the modifier phrase will depend on the head, and moreoveh@no content
and thus may be omitted in examples such as (5a). Therefooeirianalysis we
treat DE as an optional feature attached to the modifier asgiféed in Figure 2.
What is noticeable here is that the grammatical functiorhef@E-phrase in (5b)
is an attributive modifier ADJUNCT) while in (6) it is a possessoir(s9, even
though the constituent structures are the same for bothtadilee absence of any
case marking. The difference is in fact lexical and due tohtkad word of the
adjunct which is a common noun (NN) in (5), and the head worthefpossessor
which is a proper noun (NR) in (6).

BEI-Constructions are commonly considered approximately equivalent to pas-

sive voice in English. However we do not treaf//BEI” as just a passive voice
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(5) a. kK BB uiH
large scale project

NP

P PRED TH?

NP NP PRED A

N |
A[TJP N|F’ N|N ADJUNCT ADJUNCT {{PRED )\}}
JJ NN umiH DE -

| | project

PSS
large scale

b. K FUAE ) JH
large scale DE project
‘a large-scale project’

NP
PRED JH
DNP NP PRED R
///A\\\ |
NP DEG NN ADJUNCT ADJUNCT {PRED }\}
PR | |
ADJP NP @ JiiH DE +
| | DE project
JJ NN
| |
PNt
large scale
(6) k= 45
ZhangSan DE book
‘ZhangSan’s book’
NP PRED ‘4
/\ 31 ]
DNP NP boss |PRED ‘K=
N | DE *
NP DEG NN
| | |
NR ®B
| DE book
k=
ZhangSan

Figure 2: The CTB tree and our f-structure analysis of DEaplr

feature, in that it also introduces the logic subject in I@Bt) constructions as in
(7), similar to the preposition “by” in the English passivenstruction. Further-
more, we do not analyse it as a subject marker, as short-Bi&teations as in
(8) will be subjectless, where BEI marks nothing. And rattiem treating it as
a preposition, though the analysis can be argued for fromeardtical point of
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view, it does not always indicate passive voice, as in (9gnetthe embedded verb
is intransitive. In line with Her (1991), we treat BEI as alverThe advantage
of this analysis is that it provides a unified account for edusal verbs, where
verbs in BEI sentences have the same subcategorisatiordramthose in their
BEIl-less corresponding sentences. Her (1991) treats BBl @igotal construc-

tion, where BEI requires an object and a non-finite VP compleimHowever, this

is somewhat different from the CTB representation, wheré tBEes a sentential

complement. Both constructions are acceptable in Chinébmut the presence
of a complementiser. For practical purposes, we acceptéeerépresentation in
CTB and hence BEI requires a closed complememtMp) in our f-structure, as

exemplified in Figure 3.

(7) XU6 HE g R 2ng
these data BEI| ignore
‘These data were ignored by me.

IP _ -
/\ PRED ‘#(suBJ, comp)’
NP VP PRED ‘%
SUBJ . 1
DP/\NP LB/\IP DET [PRED Jéﬂ;b}
| L = ,
PRED ‘Z%(suBJoBJ)
D|T NlN B NP Up & ( ﬁ: )
N BEI COMP |SUBJ |:PRED ‘ }
these data | | — OBJ
2 -NONE-*T* - -
I ignore

(8 flu ¥y BT %
he BEI award the top prize
‘He was awarded the top prize.

P [PRED ‘#i(SUBJ, COMPY’
NP/\VP SUBJ [PRED ‘ﬂt”}
P|N PRED  ‘#% T(SUBJ OBJ, OBL_TH)’
SB VP SUBJ {PRED ‘pro’}
ity coMmP
e 0BJ
BEI VvV NP NP
| = OBL_TH {PRED ‘*%”7%’}
e -NONE-* NN L J
award
—EEA
top prize

Figure 3: The CTB tree and our f-structure analysis of BHEistniction
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9) % #e W W T
cat BEI mouse escape ASP
‘The cat let the mouse escape.’

2.2 A New F-Structure Annotation Algorithm for CTB

The f-structure annotation method developed in Cahill gf24102) & Burke et al.
(2004) builds on the CFG rule- and annotation-based anathite By and large
the algorithm works on local treebank subtrees of depth eqgeiyalent to a CFG
rule)? In order to annotate the nodes in the tree, the algorithnitipag each
sequence of daughters in the local subtree into three ssctleft context, head
and right context. Configurational information (left orhligposition relative to the
head), category of mother and daughter nodes, and Penanieftmctional labels
(if they exist) on daughter nodes are exploited to annotaties with f-structure
functional equations. The annotation principles for Chana Burke et al. (2004)
are fairly coarse-grained. However configurational andgatal information from
local trees of depth one only is not always sufficient to deiee the appropriate
grammatical function (GF), as for example for DE-phraséguie 2). This means
disambiguation of GFs for Chinese may require access tedeixiformation (com-
mon or proper noun in Figure 2) and more extensive contekit@mation beyond
the local configurational and categorial structure.

In Cahill et al. (2002) & Burke et al. (2004), for each treeg fkstructure equa-
tions are collected after annotation and passed on to aragristolver which pro-
duces an f-structure for the tree. Unfortunately, as empthin Cahill et al. (2002),
the constraint solver’s capability is limited: it can hameiquality constraints, dis-
junction and simple set-valued feature constraints. Hewet/(i) fails to generate
an f-structure (either complete or partial) in case of dadhetween the automati-
cally annotated features; and (ii) does not provide subsomgonstraints to dis-
tribute distributive features into coordinate f-struetsir

In order to avoid the limitations of the constraint solverdan order to exploit
more information for function annotation from a larger @xitthan within the local
tree, instead of indirectly generating the f-structurefuiactional equations anno-
tated to c-structure trees, we adopt an alternative appradich transduces the
treebank tree into an f-structure via an intermediate degecy structure, directly
constructed from the original c-structure tree, as showFigares 4 & 5.

The basic idea is that the=| (or the equivalenty(n;)=¢(n;) equations in
Figure 4) head projections in the classical LFG projectiarhitecture allow us to
collapse a c-structure tree into an intermediate, unletelependency structure as
in Figure 5. The intermediate unlabelled dependency strads somewhat more
abstract and normalised (compared to the original c-stradree) and is used as
input to an f-structure annotation algorithm, which is sienpand more general
than the conventional f-structure algorithms (Cahill et2002; Burke et al., 2004),

3Though it also uses some non-local information.
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directly operating on the original, more complex and vadestructure trees.
The new f-structure annotation architecture is illustlaite Figure 5, and in-
cludes two major steps:

I. First, we extract all predicates from the (local) c-sture tree, using head-
finding rules similar to that used in Collins (1999), adapte€hinese data
and CTB5.1. Collapsing head-branches along the headetimjeines, the
c-structure configuration is projected to an intermediathelled depen-
dency structure, augmented with CFG category and ordemirgtion inher-
ited from the c-structure.

Il. Second, we use high-level annotation principles exjigiconfigurational,
categorial, functional as well as lexical information frahe intermediate
unlabelled dependency structure to annotate grammatioeatibn and other
f-structure information (to create a labelled dependennycture, i.e. an
LFG f-structure).

PRED ‘I’
PRED R

ADJUNCT {fg[PRED %\Ij’[‘}}

SUBJ f2

20t

economygrowth rapi
¢-correspondence: f-structure
$(n1)=p(n3)=p(n6)=f1 (f1 PRED)=" i’ (f1 suBY=f>
$(n2)=p(n5)=f> (fo PRED="AKJE"  (f2 ADJUNCT)=f3
d(nd)=f5 (f3 PRED="Z3¢’

Figure 4:¢-projection from c-structure to f-structure

By abstracting away from the ‘redundant’ c-structure nadesur intermedi-
ate dependency representations, the annotation prisciale apply to non-local
sub-trees. This allows us to disambiguate different GFslamger context and re-
sort to lexical information. As a more abstract dependdikeystructure is used
to mediate between the c- and f-structure, the algorithnaydwgenerates an f-
structure, and there are no clashing functional equati@nusiog the constraint
solver to fail. Moreover, the intermediate dependencycstine can easily handle
distribution into coordinate structures by moving and dgting the dependency
branch associated with distributive functions. Furtheendinite approximations
of functional uncertainty equations resembling paths ai-loewal dependencies
also can be computed on the intermediate dependency sgdotithe purpose of
NLD recovery (this will be presented in section 3). Finally,order to conform
to the coherence condition and to produce a single connéstiedcture for every
CTB tree, a post-processing step is carried out to checkddijons and to catch
and add missing annotations.
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Pe-__

VP!

NP-TMP<. NP-TPC«  NP-SBJe.
:‘ | % /\ \ | '
NT  NT-~ PN--~ NN  NN-- VA-~
| | | | | |
HkOH® U gp kR RE
past five years GuangXi economygrowth  rapid
IP:VA:iH _ _
PRED R
PRED CHAE
NT 4 ‘PNT 75 NP:NN:k Ji# ADJUNCT .
NP N|T£LF NP:PNJ 75 NP Nl|\l/x)f£ ADIUNGT {{PRED ﬁi}}
NT:id % NN:Z 5%
TOPIC [PRED ‘)Wﬁ'}
PRED CRRE
SUBJ
ADJUNCT {[PRED %5%}}

(I) Predicate Extraction

(1) Function Annotation

Figure 5: The new f-structure annotation architecture f6BC

Our new annotation algorithm is somewhat similar in spoittie conversion
approach developed in Frank (2000), However in Frank (28G0yorithm the
mapping of c-structure to f-structure is carried out in otepausing a tree/graph
rewriting system. Our method enforces a clear separatitweas the intermediate
unlabelled dependency structure (predicate identifinatmd function annotation.
Predicate identification maps c-structure into an unlabletlependency represen-
tation, and is thus designed particularly for a specific tgpbéreebank encoding
and data-structures. In contrast, function annotationgésmplished on the depen-
dency representation which is much more compact and naedbthan the origi-
nal c-structure representation, hence the function atiooteules are simpler and
the architecture minimises the dependency of the annataties on the particular
treebank encoding.

2.3 Experimental Evaluation

Similar to Cahill et al. (2002) & Burke et al. (2004), our nemnatation algorithm
is evaluated both quantitatively and qualitatively.

We apply the f-structure annotation algorithm to the whold6.1 with 18,804
sentences. Unlike the CFG- and annotation-based predes€€anhill et al., 2002;
Burke et al., 2004), the new algorithm guarantees that 1008teatreebank trees
receive a single, connected f-structure.
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For the purpose of qualitative evaluation, we selected 2a@sces from CTB-
5.1 for which the f-structures are automatically producgabr annotation algo-
rithm, and then manually corrected them to construct a gtaddard set in line
with our Chinese LFG analyses presented in Section 2.1. #@tina quality is
measured in terms of predicate-argument-adjunct (or dkgery) relations. The
relations are represented as triptegation (predicate, argument /adjunct), fol-
lowing Crouch et al. (2002). The f-structure annotatiorogthm is applied to two
different sets of test data: (i) the original CTB trees, didrées output by Bikel's
parser (Bikel and Chiang, 2000) trained on 80% of the CTBEe#&d, exclusive
of the 200 gold-standard sentences. Table 1 reports thésegainst the new
200-sentence set of gold-standard f-structures.

| | CTB Trees | Parser Output Trees |
Precision Recall F-Score| Precision Recall F-Score
Preds Only| 93.68 94.93 94.30| 7355 65.05 69.04
All GFs 95.25 96.75 96.00| 84.00 71.77 77.40

Table 1: Quality of f-structure annotation

Table 1 shows that given high-quality input trees, the neyerithm produces
high quality f-structures with f-scores of around 94%-9686 ffreds-only and all
GFs, respectively. The corresponding scores drop by 20%-@#solute on parser
produced trees.

3 Recovery of Chinese Non-Local Dependencies for Parser
Output

The drastic drop in the results on parser output trees is lyndime to labelled
bracketing parser errors, but also because Bikel's paasef host state-of-the-art
treebank-based broad-coverage probabilistic parsees dot capture non-local
dependencies (or ‘movement’ phenomehas a result, the automatically gener-
ated f-structures produced from parser output trees ate-piructures, as they
only represent purely local dependencies. In this sectiepresent a postprocess-
ing approach to recover NLDs on the automatically generatetb-f-structures.

3.1 NLDs in Chinese

Non-local dependencies in CTB are represented in terms pfyerategories (ECs)
and (for some of them) coindexation with antecedents, ampl&ed in Figure 6.
Following previous work for English and the CTB annotatiamhame (Xue and
Xia,