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Abstract

This article relates results in data-driven dependencsipaiof Swedish
to linguistic generalizations regarding syntactic argnhs¢atus, such as ten-
dencies regarding animacy and definiteness, as well as piepmore spe-
cific to the Scandinavian languages, such as finiteness. v lsbw data-
driven modeling in combination with labeled dependencyesentations en-
able the acquisition of functional preferences that areexi as statistical
tendencies in language data. We present an in-depth etatysisiof a data-
driven dependency parser with a particular focus on assghof core syn-
tactic arguments and show how a data-driven parser proaigesperimental
setting where the influence of various linguistic propertigay be evaluated
and investigated further.

1 Introduction

The separation of functional structure from constituenicttre is motivated largely
by cross-linguistic variation in degree of configuratiatyal languages differ in
the extent to which grammatical functions may be equatet wispecific struc-
tural position. F-structure constraints capture genmatiins regarding grammat-
ical functions regardless of their c-structure realizatiin functional-typological
Optimality Theory (Aissen, 2003; Bresnan and Aissen, 2@f@f)straints target-
ing grammatical functions have been centred around a nofigmominence and
harmony, which have been shown to capture both categor@wrglizations, as
well as frequency effects observed in a range of languagessin et al., 2001).
The idea that grammars are inherently probabilistic in ahas been motivated
by empirical evidence observed as frequency effects inulgiig studies ranging
from computational, psycholinguistic, typological to radheoretical (Breshan,
2006; Manning, 2003). In computational linguistics, ddtien, statistical meth-
ods show impressive results for a range of NLP tasks, inetudi/ntactic parsing.
There exists an expressed interest in a deeper underggavidime results obtained
using data-driven methods and how these relate to geraiafiz from more the-
oretically oriented work.

Syntactic arguments express the main participants in ant,esed hence are
intimately linked to the semantics of a sentence. Syntactjoments also occur in
a specific discourse context where they convey linguisfarimation. For instance,
the subject argument often expresses the agent of an aatidwill therefore tend
to refer to a human being. Moreover, subjects typically egprthe topic of the
sentence and will tend to be realized by a definite nominakes&hypes of gen-
eralizations regarding the linguistic properties of sgtitaarguments express soft
constraints, rather than absolute requirements on synstaticture. In language
data, we observe frequency effects in the realization ofagyic arguments and
a range of linguistic studies emphasize the correlatiowden syntactic function
and various linguistic properties, such as animacy and itkfiess.



The realization of a predicate-argument structure is &rrttore subject to sur-
face-oriented and often language-specific restrictioteting to word order and
morphology. In many languages, the structural expressi@yrdactic arguments
exhibits variation. The Scandinavian languages, for ms#aare characterized by
a rigid verb placement and a certain degree of variationerptbsitioning of syn-
tactic arguments. Work in syntactic theory which separtitegunction-argument
structure from its structural realization highlights ethathe mediating role of ar-
guments between semantics and morphosyntax.

The use of distinguishing, linguistic properties of argmtsesuch as animacy,
definiteness and finiteness, in automatic analysis of stiatarguments has been
shown to give improved results for Swedish (dvrelid and BIN2007; Dvrelid,
2008c). In this article, we relate these results, which vedtained using a data-
driven dependency parser for Swedish to linguistic geiratabns regarding argu-
menthood and the expression of syntactic arguments in 8eanan. In partic-
ular, we propose that the use of dependency representatitiish operate on a
flat structure and a separate level of grammatical functialiews for the acqui-
sition of linguistic generalizations regarding syntactigumenthood, irrespective
of structural realization. A detailed error analysis isyaded in order to pinpoint
the effect of the various, linguistically motivated feasrduring parsing. We in-
vestigate the relation of syntactic arguments to semantérpretation, as well as
to explicit, formal marking such as case and word order.

2 Arguments

A distinction betweerargumentsand non-argumentds made in some form or
other in all syntactic theori€'s. The distinction can be expressed through struc-
tural asymmetry or stipulated for theories where gramrahfimctions are primi-
tives in representation. For instance, in LFG (Kaplan aresBan, 1982; Bresnan,
2001), grammatical functions are primitive concepts aggiaents or governable
functions EuBJ, OBJ, OBY, OBLy, COMP, XCOMP) are distinguished from non-
arguments or modifiersapJ, xApJ). HPSG (Pollard and Sag, 1994) similarly
distinguishes the valency featurese compg from modifiers 4oD). In most
versions of dependency grammar, (see, e.g, Mel'tuk, 1988jnmatical functions
are also primitive notions and not derived through stradtposition.

2.1 Argument differentiation

Syntactic arguments may be distinguished by a range ofiktigifactors related
to structural, semantic as well as more discourse-relatepepties.

The dimension ofinimacy roughly distinguishes between entities which are
alive and entities which are not; however, other distintiare also relevant and

1We adopt the more theory-neutral term of ‘non-argumentheathan ‘adjunct’, which is closely
connected to the structural operation of adjunction.



the animacy dimension is often viewed as a continuum. Anjniga grammatical
factor in a range of languages and is closely related to aegumealization and
differentiation. A recent special issue of the linguistieijnal Lingua was dedi-
cated to the topic of animacy and discusses the role of agimatatural language
from rather different perspectives, ranging from theaedtand typological to ex-
perimental studies (de Swart et al., 2008). These variotsppetives all highlight
animacy as an influencing factor in argument differentrati&or instance, in the
Mayan language MamMaya, a transitive sentence is ungraicah#tthe object
is higher in animacy than the subject, asTihe dog sees the womd#de Swart
et al., 2008). In Navajo, such a construction is clearly dediand an alterna-
tive construction The woman is seen by the ddg chosen insteafl. In many
languages this tendency is reflected in language data asj@efrey effect, even
though these types of transitive constructions are pdyfgcammatical (Dahl and
Fraurud, 1996).

The property ofdefinitenessis not as commonly recognized as a factor in
argument differentiation as animacy. A tendency towardiitie subjects has,
however, been noted for several languages, both as a datdgmwnstraint influ-
encing morphological marking and as a statistical tendeff@mmon to these is
the same generalization, namely a tendency for subjecte ttefinite or specific
and for objects to be indefinite. In Turkish and Persian, we Bifferential Object
Marking which is sensitive to definiteness and where defioltjects are marked
with accusative case, but indefinite objects are not (CR®3). A range of lan-
guages have been noted to categorically exclude or stratigyefer non-specific
indefinite subjects (Aissen, 2003).

(1) pronoun> proper name- common noun

This sense of referentiality, then, relates to the extenittich semantic interpreta-
tion requires access to the context of the utterance. Thiddted to the expression
of definiteness, or level of cognitive status. Pronouns hauee resolved by the
context, proper nouns rely on a conventional mapping to ereef, whereas the
interpretation of common nouns relies the least on contexkinaore on denotation.
Syntactic arguments differ with respect to their refelityi. As mentioned
earlier the definiteness or cognitive status of an elemdneinces its referentiality.
In particular, subjects are likely to be pronominal and otgeare more likely to
express a lower referentiality (Keenan, 1976). The categbpronouns may be
further subdivided along the dimensionpErsonwhich distinguishes reference to
the speaker and hearer (i.e. discourse participants) ftbero(Croft, 2003, 130).

2Theinverseconstruction in Navajo can be paraphrased by the Englissiyeasonstruction and
is expressed by the verbal affikand employed when the subject is lower in animacy than thecobj
(Dahl and Fraurud, 1996).



2.2 Arguments in Scandinavian

Scandinavian languages have limited morphological mgrkihsyntactic func-
tions, but allow for variation in word order which makes foriateresting compar-
ison with more configurational languages, like English.

2.2.1 Morphology

The Scandinavian languages make limited use of case mar&imd) in this re-
spect, resemble English. Pronouns are marked for casextibitesyncretism and
syntactic variation, whereas nouns distinguish only genitase and are otherwise
invariant for case. The distinction between various tydesguments is, however,
partially encoded througbasemarking in Scandinavian. Nominal arguments are
furthermore inflected for other categories, such as defiegs.

2.2.2 Word order

The classical descriptive model for Scandinavian word oisibased around orga-
nization into so-calletbpological fields The topological fields approach separates
the clause into, roughly speaking, three parts:itital field, themid fieldand the
end field

) Initial ~"Mid End

I morgon , kan honinte vara med vid sammdioket.
tomorrow ' can she not' be with at meetingr
eftersom , honinte kan vara med vid sammadét.
since ' she notcan' be with at meetingr

MAIN

SUBORD

Initial variation  The initial position is characterized by a great deal ofatioi.

It has been claimed to mark the syntactic-semantic typeeo€idiuse and is closely
related to the speech act expressed by the clause (PlaiZ@®8K). Moreover, the
initial constituent is often topical, in the sense thatrikh the sentence to the pre-
ceding context. Most clausal constituents may occupyainsbsition in declarative
main clauses, e.g., subjects (3), direct objects (4) andrads (5)°

(3) Statsministern haller talet i morgon.
prime ministerpeErF holds speechBEF in tomorrow

‘The prime minister gives the speech tomorrow.’

(4) Talet haller statsministern i morgon.
speecheEF holds prime ministerpEF in tomorrow

‘The speech, the prime minister gives tomorrow.’

3The examples in the current section (section 2) are coriettudll other examples in the article
are authentic and taken from the TalbankenO5 treebank ofliStyesee section 3.1.



(5) | morgon haller statsministern talet.
in tomorrow holds prime ministerpEF speechBEF
‘Tomorrow, the prime minister gives the speech.

Rigid verb placement Like the majority of Germanic languages, but unlike En-
glish, the Scandinavian languagesaeeb second (V2}he finite verb is the second
constituent in declarative main clauses, see (3)—(5) akidwa-finite verbs follow
the finite verb, but precede their compleméhfBhe presence of a non-finite verb
introduces a greater rigidity in terms of positioning anipretation of the clausal
constituents. Main clauses consisting of a finite, travesitierb along with its argu-
ments are structurally ambiguous, as in (6), whereas tleepiant of a non-finite
verb in the same clause clearly indicates syntactic funstias in (7)—(8):

(6) Vem sag Ida?
who saw Ida
‘Who saw Ida / Who did Ida see?’

(7) Vem har sett Ida?
who has seen Ida
SUBJ OBJ
‘Who has seen |da?’

(8) Vem har Ida sett?
who has Ida seen
0OBJ SUBJ
‘Who has Ida seen?’

Variable argument placement The generalization that most constituents may
occupy sentence-initial position entails that argumemtgehtwo alternative po-
sitions — initial position and a non-initial position. A sahatized version of the
predictions of the fields analysis with respect to the litezion of verbs and (non-
initial) arguments in main clauses is provided in (9) bel@&mgdahl et al., 2004):

(9) Linearization of grammatical functions in declarativgain clauses:
XP | Vjin SUBJ SADV | Vyop—fin, OBJing OBJzir ADV

The subject, for instance, may occupy either the initialitos or the position
immediately following the verb. Note that the fields anadydoes not capture the
generalization that the subject is the most common initaktituent.

In recent years, proposals have been made for a considdiaidy c-structure
representation for Scandinavian, due partly to the variadiescribed above (Borjars
et al., 2003; Engdahl et al., 2004; Andréasson, 2007). ésdltproposals, the or-
dering of arguments is rather determined by OT-like congsaxpressing the in-
teraction of various structural, semantic and pragmatiegdizations.

“In this respect Scandinavian differs from German, whichitmss non-finite verbs in clause
final position.



3 Data-driven dependency parsing

A distinction is often made between grammar-driven and-deteen approaches to
parsing, where the former is characterized by a generatarmmar which defines
the language under analysis and the latter is not. Thisndigth has, however,
become less clear-cut due to the extensive use of empirietlads in the field in
recent years. Most current parsers are data-driven in theeshat they employ
frequencies from language data to induce information taravep parsing. Data-
driven parsing may thus be characterized, first and forerbgshe use of inductive
inference, rather than by the use or dispension of a grammibeitraditional sense
(Nivre, 2006).

The availability of treebanks has been crucial to the dguraknt of data-driven
parsing, supplying data for inductive inference in termssifmation of parameters
for statistical parse models or even for the induction of lelggammars (Charniak,
1996; Cahill et al., 2008). A system for data-driven parsihg languagel. may
be defined by three components (Nivre, 2006, 27):

1. Aformal modelM defining permissible analyses for sentences.in

2. A sample of textl; = (x1,...,x,) from L, with or without the correct
analysesd; = (y1,.--,Yn)-

3. An inductive inference schemfedefining actual analyses for the sentences
of any textT’ = (z1,...,z,) in L, relative toM andT; (and possiblyA;).

In strictly data-driven approaches, a grammar, whethedttaafted or induced,
does not figure at all. It follows that the formal mode#l is not a grammar and
the sample of texfl; is a treebank containing the correct analyses with respect
to M, which constitutes the training data for the inductive iafeee schemd.
Parsing in this respect does not rely on a definition of thguage under analysis
independently of the input data. Without a formal grammataeiriven models
condition on a rich context in the search for the most prabablalysis.

The use of dependency representations in syntactic pamsiagecently re-
ceived extensive attention in the NLP community (Buchhaid 8arsi, 2006;
Nivre et al., 2007). One of the arguments in favour of parsirtp dependency
representations is that dependency relations are mucardimshe semantic rela-
tions which figure between words in a sentence than a treesisufomatic parsing
often is viewed as a means to a semantic interpretation aftarsee, dependency
analysis represents a step in the right direction.

Common to all dependency-based grammar theories is thennofidepen-
dency- a binary, asymmetrical relation between lexical items ords. Each word
in a sentence has a head or governor of which it is a depenilitt(k, 1988).
The dependency relation which holds between two words magayr not be la-
beled and its participants, the head and dependent, may ynotebe ordered.
Many of the theoretical proposals of dependency grammaaratp dependency



structure from word order (Mel’'€uk, 1988). Figure 1 shohes tabeled dependency
graph of example (10), taken from the Swedish treebank afi&ikn05, described
in section 3.1 below.

(10) Darefter betalar patienten avgift med 10 kronor om dagen.
thereafter pays patientber fee  with 10 kronas in day-DEF

‘Thereatfter, the patient pays a fee of 10 kronas a day.’

T 'aihalfass

ROOT
_ Darefter betalar patienten avgift med 10 kronor om dagen
_ AB A% N N PR R N PR N
_ AB \'AY% NN NN PR RO NN PR NN
DA PS DDIHH _ _ DD

Figure 1: Dependency representation of example from Takz0b.

3.1 Parsing Swedish

In the remaining sections we will present experiments im-aiven dependency
parsing of Swedish. The focus will be on the analysis of sstit@rguments and, in
particular, on argument differentiation: the process bycwifunctional arguments
are distinguished along one or more linguistic dimensiéms data-driven parser,
parsing is by definition guided by frequencies in languagkthgrre is no explicit
grammar. This allows us to make as few assumptions as pessith respect
to formulations of constraints on arguments, as well ag fhégraction. Due to
the variation identified above, we do not want to commit tor&tsg structural
definition of argument status. Rather, a view of grammafigattions as primitive
notions, separated from surface linguistic propertiesbts investigations also
into mismatches between levels of linguistic analysis.

Talbanken05is a Swedish treebank converted to dependency format,inenta
ing both written and spoken language (Nivre et al., 2086B)r each token, Tal-
banken05 contains information on word form, part of spebehd and dependency
relation, as well as various morphosyntactic and/or Idx@emantic features. The
nature of this additional information varies depending art pf speech:

Nnoun: definiteness, animacy, cag®/GEN)
PRO. animacy, pronoun type, ca$@/AccC)
VERB:  tense voice(a/PA)

We use the freely availablMaltParser,® which is a language-independent sys-
tem for data-driven dependency parsing. MaltParser iscbasea deterministic

The written sections of the treebank consist of profess$iprese and student essays and amount
to 197,123 running tokens, spread over 11,431 sentences.
Shttp://w3.msi.vxu.se/users/nivre/research/MaltPznsal



parsing strategy, first proposed by Nivre (2003), in comibdmawith treebank-
induced classifiers for predicting the next parsing act@iassifiers can be trained
using any machine learning approach, but the best resulés bave been obtained
with support vector machines, using LIBSVM (Chang and LDQ2). MaltParser
has a wide range of parameters that need to be optimized vetreimg a new lan-
guage. As our baseline, we use the settings optimized fodStven the CoNLL-X
shared task (Nivre et al., 2006b), where this parser wasdbederforming parser
for Swedish. The only parameter that will be varied in therd&xperiments is the
feature model used for the prediction of the next parsingactVe will therefore
describe the feature model in a little more detail.

MaltParser uses two main data structures, a stack (S) anabahdgueue (1),
and builds a dependency graph (G) incrementally in a sirfidd-right pass over
the input. The decision that needs to be made at any poimglthis derivation is
(a) whether to add a dependency arc (with some label) bettheaoken on top of
the stack fop) and the next token in the input queuexd, and (b) whether to pop
top from the stack or pushextonto the stack. The features fed to the classifier for
making these decisions naturally focus on attributempfnextand neighbouring
tokens in S, | or G. In the baseline feature model, thesebatas are limited to
the word form E€oRM), part of speechR09, and dependency relationgp) of a
given token, but in later experiments we will add other liisgja features KEATS).
The baseline feature model is depicted as a matrix in Tableh&re rows denote
tokens in the parser configuration (defined relative to S,d @) and columns
denote attributes. Each cell containing a plus sighdorresponds to a feature of
the model. Examples of the features include part-of-spémdhe top of the stack,
lexical form for the next and previouséxt-J input tokens and the dependency
relation of the rightmost sibling of the leftmost dependeirtiop.

FORM POS DEP  FEATS
Stop + + + ; +
Sitopt+l + |
I:next + + | +
l:next-1 + I +
I:next1 + + | +
I:nex#2 + !
G: head oftop + : +
G: left dep oftop +
G: right dep oftop +
G: left dep ofnext + + +
G: left dep of head ofop +
G: left sibling of right dep otop + |
G: right sibling of left dep otop + "
G: right sibling of left dep ohext + + !

Table 1: Baseline and extendeeepTs) feature model for Swedish; S: stack, I
input, G: graph=®n = n positions to the left{) or right (+)



4 Error analysis of baseline

An error analysis is crucial for obtaining a better underdiag of the types of gen-
eralizations regarding syntactic argumenthood that arglecquired by our data-
driven parser. The data for the error analysis of argumesigasient in Swedish
was obtained by parsing the written part of Talbanken05 WM#itParser. We
employed the settings optimized for Swedish in the CoNLLR&red task (Nivre
et al., 2006b), with the feature model presented in the firstet columns in Table
1. As we can see, the features employed during parsing arefpspeech 09,
lexical form (FORM) and structural properties of the dependency graph under co
struction OEP).

Table 2 provides an overview of the parser performance ®@w#rious argu-
ment relations in the treebahkt is quite clear that there is a direct relation be-
tween the frequency of the dependency relation in the trédehad the parser per-
formance. The most frequent relations are also the remfionwhich the parser
performs best — subjests (90.25), predicativesp (84.82), and objeabo (84.53).

Deprel Gold Correct System Recall Precision F-score
ss subject 19383 17444 19274 90.00 90.51 90.25
SP subject predicative 5217 4416 5196 84.65 84.99 84.82
00 direct object 11089 9639 11718 86.92 82.26 84.53
10 indirect object 424 276 301 65.09 91.69 76.14
AG passive agent 334 249 343 74.55 7259  73.56
vO object infinitive 121 84 112 69.42 75.00 72.10
ES logical subject 878 562 687 64.01 81.80 71.82
Fs formal subject 884 578 737 65.38 7843 7131
VS subject infinitive 102 47 58 46.08 81.03 58.75
Fo formal object 156 70 91 44.87 76.92 56.68
OP object predicative 189 42 112 22.22 3750 27.91
EO logical object 22 2 3 9.09 66.67 16.00

Table 2: Dependency relation performance: total numbeplaf pstances (Gold),
system correct (Correct), system proposed (System) | recatision and F-score

Table 3 shows the most frequent error types involving argumedations. We
find frequent error types involving different kinds of sulig(ss, Fs, ES), objects
(00, 10) and predicativessp). We find that the two most frequent error types
involving argument relations are errors analyzing subjest objectsgs 00) and
vice versa ©0_s9).

In addition to the confusion of subjects and objects, whimhstitutes the most
common error type for both relations, we find that both subjend objects are
guite commonly assigned status as the root of the dependgaph RooT). For
both argument relations we also observe error types indgabnfusion with other
argument relations. For subjects we observe confusion tivétother main argu-

"These are evaluated by the standard class-based evalos@sures of precision, recall and a
balanced F-score: 2PR/P+R (P=precision: true positivage/gositives + false positives, R=recall:
true positives / true positives + false negatives )



Gold System #

SS 00 446
00 Ss 309
FS Ss 281
SS ROOT 265
SP Ss 240
SS DT 238
00 ROOT 221
Ss SP 206
DT Ss 146
Ss cc 137

Table 3: 10 overall most frequent argument error types.

ment functions, such as subject predicatives @nd expletive subjects§), as
well as confusion with determiners ) and prepositional complement=aj. For
objects we observe primarily confusion with various obtigadverbial relations
(AA, ET, 0A), as well as confusion with prepositional complementg @nd deter-
miners OT).

There are various sources of errors in subject/object mssgt. Common to
all of them is that the parts of speech that realize subjeuthajects are compati-
ble with a range of dependency relations. Pronouns, foaitgt, may function as
subjects, objects, determiners, predicatives, conjumpcepositional objects, etc.
In addition, we find “traditional” attachment ambiguity ers, for instance in con-
nection with coordination, subordination, particle verbg. These represent no-
torious phenomena in parsing, and are by no means particugwedish. Scandi-
navian type languages, however, also exhibit ambiguitiesarphology and word
order which complicate the picture further. The confusibsubjects and objects
follows from lack of sufficient formal disambiguation, i.esimple clues such as
word order, part-of-speech and word form do not clearlydat# syntactic func-
tion. The reason for this can be found in ambiguities on sdvevels.

With respect to word order, we have seen that subjects amttshinay both
precede or follow their verbal head, but these realizatemesnot equally likely.
Subjects are more likely to occur preverbally, whereasatbjtypically occupy a
postverbal position. Based only on the word order prefaerndiscussed above,
we would expect postverbal subjects and preverbal object® tmore dominant
among the errors than in the treebank as a whole (23% and §#atasly), since
they display word order variants that depart from the cazaniand hence most
frequent, ordering of arguments. This is precisely what we.fiTable 4 shows a
breakdown of the errors for confused subjects and objectdtair position with
respect to the verbal head.

We find that postverbal subjects (After) are in a clear mgjamong the sub-
jects erroneously assigned the object relation. Due to therdperty of Swedish,



Before After Total
Gold System # % # o # %
SsS 00 103 23.1 343 76.9 446 100.0
00 ss 103 33.3 206 66.7 309 100.0

Table 4: Ordering relative to verb for tlss. 00 andoo_ss error types.

the subject must reside in a position following the finitebv@rhenever another
constituent occupies the preverbal position, as in (11yevhalirect object resides
sentence-initially or (12) where we find a sentence-indid¥erbial:

(11) Samma erfarenhet gjorde engelsnannen
same experience made EnglishmenpEF
‘The same experience, the Englishmen had.

(12) Ar 1920, och forst da, fick den gifta kvinnan
year 1920, and first then, got the married womanbEF
fullstandig myndighet.
complete rights
‘It was not until 1920 that the married woman recieved fulilagights.’

For the confused objects we find a larger proportion of piealezlements than for
subjects, which is the mirror image of the normal distribntof syntactic functions
among preverbal elements. As table 4 shows, the proporfipreverbal elements
among the subject-assigned objects (33.3%) is notablyehitjan in the corpus as
a whole, where preverbal objects account for a miniscule 68l objects.

The preverbal objects are topicalized elements which peetieeir head verb
as in (13)—(14).

(13) Detta anser tydligen inte Stig Hellsten.
this means apparently not Stig Hellsten

‘This, Stig Hellsten apparently does not believe.

(14) Karlekens innersta vasen lar inte nagot politiskt parti
love-DEF.GEN inner  nature seemsnot any political party
kunna paverka.
caniNF influence
‘The inner nature of love, it seems that no political party a#luence.’

Contrary to our initial hypothesis, however, we find a mayoof postverbal objects

among the objects confused for subjects. These objectatarprlieted as subjects
because the local preverbal context strongly indicatesbgsuanalysis. This in-

cludes verb-initial clauses as in (15), as well as constmstwhere the immediate
preverbal context consists of an adverbial and the sulgecom-local, as in (16)

and (17) below.



(15) Glom aldrig det lofte om trohet for livet.
forget never that promise of faithfulness for life-DEF

‘Never forget that promise of faithfulness for life.’

(16) Ungdomarna blir med barn och det sociala trycket
teenagers  become with child and the social pressure>er
nastan tvingar dem att gifta sig.
almost forces them to marry themselves
‘The teenagers become pregnant and social pressure alnoss them to
get married.

(17) Eftersom man har full frihnet att enkelt och snabbt inga
because one has full freedom to easily and quickly enter
aktenskap.
marriage
‘Because one has the freedom to easily and quickly get nadrrie

The example in (16) is particularly interesting as it viemthe V2-property, as-
sumed to be a categorical constraint of Swedish. We may hatahe examples
in (15)-(17) above indicate acquisition of argument omigriesulting from the V2
requirement; when there is no preverbal argument or whepriheerbal argument
is not a good subject candidate, the argument following #r Vs analyzed as
subject. Recall, however, that the parser does not havemiation on tense or
finiteness, and hence it overgeneralizes for examples 1ikg (vhere the verb is
non-finite.

In addition to the word order variation discussed above, distealso has
limited morphological marking of syntactic function. Réadhat nouns are only
marked for genitive case and only pronouns are marked farsative case. There
is also syncretism in the pronominal paradigm. There araqams which are in-
variant for case, e.gdet/den'it’, ingen/inga‘no’, and furthermore may function
as determiners. This means that with respect to word forty, tbe set of unam-
biguous pronouns clearly indicates syntactic function. mé&y predict that sub-
ject/object confusion errors frequently involve elememt®se syntactic category
and/or lexical form does not disambiguate, i.e., nhouns drignous pronouns. Ta-
ble 5 shows the distribution of nouns, functionally ambigsi@and unambiguous
pronouns and other parts of speech for confused subjefestsh Indeed, we find
that nouns and functionally ambiguous pronouns dominateetiors where sub-
jects and objects are confused. Since case informatiort isxplicitly represented
in the input, this indicates that case is acquired quitadithrough lexical form.
The fact that we find a higher proportion of ambiguous proscamong the ob-
jects erroneously assigned subject status indicateshbgbdrser has acquired a

8The ‘other’ category consists mainly of verbs (heads of stibate clauses), adjectives, partici-
ples and numerals functioning as nominal heads.



Gold System Noun Prog.ms  Prosuams  Other Total
Ss 00 324 72.6% 53 11.9% 29 6.5% 40 9.0%446 100%
00  sS 215 69.6% 74 23.9% 9 2.9% 11 3.6%809 100%

Table 5: Part of speech for thes 00 andoo_ss error types — nouns, ambiguous
pronouns, unambiguous pronouns and other parts of speech.

preference for subject assignment to pronouns compatititethe difference in
frequency for pronominal realizatios$,,., 49.2%,00,,, 10.1%).

The initial error analysis shows that the confusion of défe types of argu-
ment relations, in particular subjects and objects, ctutes a frequent and con-
sistent error during parsing. It is caused by ambiguitiesvéamd order and mor-
phological marking and we find cases that deviate from thet finequent word
order patterns and are not formally disambiguated by fdespeech information.
In order to resolve these ambiguities, we have to examirtaresabeyond part-of-
speech category and linear word order.

5 Parse experiments

In the following we will experiment with the addition of mdipsyntactic and lex-
ical semantic features that approximate the distinguislpiroperties of the core
argument functions discussed earlier. We will isolate Uest of the arguments
and the verbal head, as well as combinations of these, ahdhévdheir effect on
overall parsing results as well as on subject/object disgmaltion specifically.

5.1 Linguistic features for argument disambiguation

Argument relations tend to differ along several linguigtimensions. These dif-
ferences are found as statistical tendencies, rather thsoluge requirements on
syntactic structure, and are therefore highly suitableléda-driven modeling.

In table 6 we find an overview of the linguistic dimensionscdssed above
with their corresponding treebank feature. It distingasioetween the features
discussed earlier, representing soft, cross-linguisticéncies in argument differ-
entiation, and the more language-specific features of Suawvidn discussed in
section 2. We map the linguistic features to a set of empifeztures represent-
ing information which is found in the annotation of the Talkan05 treebank (see
section 3.1 above).

Recall that the Talbanken05 treebank explicitly distisbes between person-
and non-person referring nominal elements, a distinctibicivoverlaps fairly well
with the traditional notion of animacy.Morphological definiteness is marked for

°See @vrelid (2008a) for a more detailed overview of the imi@iion on person reference in



Linguistic feature  Treebank feature

animacy person reference
definiteness morphological definiteness
referentiality pronoun type, part-of-speech

“finiteness ~ tense =~ T T 7
case morphological case

Table 6: Linguistic features and their empirical counteiga

all common nouns in Talbanken05 and the treebank also centaorphological
case annotation for pronouns, distinguishing nominative accusative case, as
well as genitive case for common nouns. The morphosyntéediires which are
expressed for the part-of-speech of verbs in Talbankenesrget(present, past,
imperative, past/present subjunctive, infinitive and sapiand voice d/passive;
PA).

Pronouns are furthermore annotated with a set of prononeiagses which
distinguish between e.g. 1st/2nd person and 3rd persompnanreflexive, recip-
rocal, interrogative, impersonal pronouns, etc. For tlive fherson neuter pronoun
det'it’ and demonstrativadetta‘this’, the annotation in Talbanken05 distinguishes
between an impersonal and a personal or “definite®) (usage. The impersonal
pronominal class is employed faon-referentialpronounst® The two classes of
pronouns have quite distinct syntactic behaviours. Thensgnal pronouns never
function as determiners{), whereas the definite pronouns often do (71.4%).
Also, the impersonal pronouns are more likely to functiorfamal subjectss
(32.4%) than the definite pronoun (1.1%).

5.2 Experimental methodology

All parsing experiments are performed using 10-fold crneagdation for training
and testing on the entire written part of Talbanken05. Tlaeufe model used
throughout is the extended feature model depicted in Tablecluding all four
columns. What is varied in the experiments is only the infation contained in
the FEATS features (animacy, definiteness, etc.), while the tokensvfoch these
features are defined remains constant. Overall parsingamcwill be reported
using the standard metrics t#beled attachment scor@AS) andunlabeled at-
tachment scordUAS), i.e. the percentage of tokens that are assigned thieato
headwith (labeled) owithout(unlabeled) the correct dependency label. Statistical
significance is checked using Dan Bikel's randomized pgreiraluation compara-

Talbanken05.

Note that we here employ ‘referential’ in a narrow sense,cwhinly includes reference to
entities. The category of ‘non-referential pronouns’ @meently includes pronouns which do not
refer, i.e., expletives, as well as pronouns which refertppsitions.



tor.!! Since the main focus of this article is on the disambiguatibgrammatical
functions, we report accuracy for specific dependencyiogist measured as a bal-
anced F-score.

We perform a set of experiments with an extended feature hardeadded
information on animacy, definiteness, case, finiteness aice Wwhere the features
are employed individually as well as in combination.

5.3 Results

The overall results for these experiments are presenteabie ¥, along with p-
scores indicating statistical significance of the diffeergompared to the baseline
parser (NoFeats). The experiments show that each featlividimally causes a sig-
nificant improvement in terms of overall labeled accuracyvalt as performance
for argument relations. Error analysis comparing the liesgarser (NoFeats)
with new parsers trained with individual features revealitifluence of these fea-
tures on argument disambiguation.

UAS LAS | p-value
NoFeats 89.87 84.92 —
Anim 89.93 85.10| p<.0002

Def 89.87 85.02| p<.02
Pro 89.91 85.04 p<.01
Case 89.99 85.13 p<.0001
Verb 90.15 85.28| p<.0001

ADPC 90.13 85.35| p<.0001
ADPCV 90.40 85.68| p<.0001

Table 7: Overall results in gold standard experiments esga@ as unlabeled and
labeled attachment scores.

As Table 7 shows, the addition of information on animacy (Anfor nominal
elements causes an improvement in overall resuksdP02). The subject and ob-
ject functions are the dependency relations whose assignim@roves the most
when animacy information is added. There is also an effacaftange of other
functions where animacy is not directly relevant, but wheimproved analysis
of arguments contributes towards correct identificatiog.(@dverbials and deter-
miners). If we take a closer look at the individual error typevolving subjects
and objects, we find that the addition causes a reductionrofseconfusing sub-
jects with objects$s 00), determinersgs DT) and subjects predicativesg SP)

— all functions which do not embody the same preference fonate reference as
subjects.

The addition of information on definiteness (Def) duringgiiag causes a slight
(at the p<.03 level) improvement of overall results. Most noteworthyan im-
provement in the identification of subject predicatives)( which are often con-
fused with subjects. Nominal predicatives in Swedish ugsténd in a classifying

Uhttp://mwww.cis.upenn.edw/dbikel/software.html



relation to their subject and are often realized by an indefimoun (89.4%). If we
examine the set of corrected errors compared to the basedind that the added
information causes a 14.2% reduction of #messerrors, all of which are indefi-
nite nouns.

The addition of pronoun type (Pro) information causes a ggmmprovement
in overall parsing results ¢.01), as we can see from Table 7. The dependency
relations whose assignment improves the most are, once,daicore argument
functions €s, 00), as well as determiner®t). We also find a general improve-
ment in terms of recall for the assignment of the formal sttb{es) and object
(Fo) functions, which are both realized by the third person @eptonourdet‘it’,
annotated as non-referential in the treebank.

When we employ case (Case) information during parsing wedinkbar im-
provement in results §.0001). However, the improvement is not first and fore-
most caused by improvement in assignment of subjects aedtsbput rather, the
assignment of determiners and prepositional objects.

As Table 7 shows, the addition of morphosyntactic inforovafor verbs (Verb)
also causes a clear improvement in overall resuks@001). The added informa-
tion has a positive effect on the verbal dependency relatiorelations for finite
(ROOT, MS) and non-finite verbs\G, 1v), as well as an overall effect on the as-
signment of subjects and objects. Information on voice hksaefits the relation
expressing the demoted agent] in passive constructions. We experimented with
the use of tense as well as finiteness, a binary feature wtaslobtained by a map-
ping from tense to a binary feature finite/non-finite. Finées gave significantly
better results (g.03) and was therefore employed in the following. See @dreli
(2008Db) for details.

NoFeats| ADPCV
SS  subject 90.25 91.87
00 object 84.53 86.38
sP  subj.pred. 84.82 86.10
Fs formal subj. 71.31 74.09
AG pass. agent 73.56 79.75
ES logical subj. 71.82 73.67
Fo formal obj. 56.68 67.65
vo  obj. small clause 72.10 84.72
Vs  subj. small clause 58.75 65.56
10 indir. obj. 76.14 77.09

Table 8: F-scores for argument relations with combinedufest (ADPCYV).

The ADPCV experiment which combines information on animaigfiniteness,
case and verbal features shows a cumulative effect of treddfddtures with results
which differ significantly from the baseline, as well as fremch of the individual
experiments (g.0001). We observe clear improvements for the analysislof al
argument relations, as shown by the third column in table &hkvpresents F-
scores for the various argument relations. In the erroryaigabf the baseline
parser in section 4, we concluded that word order and mooglyaloes not provide



sufficient information for argument disambiguation in abkes.

In tables 9 and 10 we examine word order and part-of-speedhdaorrected
Ss 00 andoo_ss errors in the ADPCV experiment. We see that the added in-
formation contributes to the reduction of precisely thestypf errors which were
identified in the error analysis. In particular, improvernisrcentered in postverbal
positions, largely occupied by nouns and case ambiguouspns.

Before After Total
Gold System # % # % # %
Ss 00 21 106 178 89.4 199 100.0
00 SS 15 10.6 127 89.4 142 100.0

Table 9: Order relative to verb for corrected oo andoo_sserrors in the ADPCV
experiment.

Noun Prome Prounams Other Total
Gold System # % # % # % # % # %
SsS 00 144 724 23 116 18 9.0 14 70199 100.0
00 sSs 111 78.2 21 148 6 4.2 4 28142 100.0

Table 10: Part of speech for corrected 00 and 00_ss errors in the ADPCV
experiment.

Figure 2 shows the total number 86 00 andoo_ss errors in the various exper-
iments and clearly illustrates the observed reduction Higg €rror type with the
chosen set of linguistic features. If we examine confusi@tritzes for the assign-
ment of the subject and object relations, we find a reductfdotal errors for the

SS 00 and 00_ss error types with 34.3% and 30.4% respectively. With respect
to the specific errors performed by the baseline parser, \sereb a substantial
reduction of 44.6% foss. 00 and 46.0% folo0O_ss

500 00
SSOO mmmm OO0SS mmmm

G, T % e T e T B, G B Y B T Y

s, ” 2 2 s, ” 2 2
Y o] (o %o > o

Figure 2: Total number afs. oo errors (left) ando_sserrors (right) in the various
experiments.



6 Discussion and conclusion

An error analysis of a state-of-the-art data-driven depany parser for Swedish
revealed consistent errors in dependency assignment,ynémeeconfusion of ar-
gument functions. The error analysis showed that furthgravement of argu-
ment analysis was partly dependent on properties of argumeatization other
than word order and morphology. The separation of functianguments from
structural position which characterizes dependency aizabnabled the acquisi-
tion of functional generalizations irrespective of sttuat realization. For Scandi-
navian type languages, which are characterized by comrditeword order varia-
tion and lack of morphological marking, the separation eiction from structural
realization constitutes an important property. Furtheemthe acquisition of soft,
functional constraints is clear from the type of improveim@hich the added in-
formation incurred. We found improvement largely in laloetesults caused by
disambiguation of grammatical functions, rather thancstmal positions (attach-
ment). For instance, for the errors confusing subjects ipeais and vice versa,
which were largely errors in labeling, we observed an ereduction of 44—-46%
of the baseline errors in the experiments combining alluies We found that a
majority of the improved errors were arguments which weire-canonical in some
sense, i.e., departing from the most frequent structurinaorphological proper-
ties. Improvement thus relied on other properties of arqumelations and the
abstraction over specific realization in terms of depenglealations. The results
are in line with recent proposals for a considerably flatterlysis of Scandinavian
where ordering is determined by OT constraints (Engdahl,@04; Andréasson,
2007).

We established a set of features expressing distinguis@ntantic and struc-
tural properties of arguments such as animacy, definiteared$initeness and per-
formed a set of experiments with gold standard featurestédoen a treebank of
Swedish. The experiments showed that each feature indilydoaused an im-
provement in terms of overall labeled accuracy and perfooador the argument
relations, in line with linguistic generalizations.

Properties of the Scandinavian languages connected witinsen argument
assignment are not isolated phenomena. A range of othardgeg exhibit similar
properties, for instance, Italian exhibits word order &koin, little case, syncretism
in agreement morphology, as well as pro-drop; German eshébiarger degree of
word order variation in combination with quite a bit of syetism in case mor-
phology; Dutch has word order variation, little case andcsgtism in agreement
morphology. These are all examples of other languages farhathe results de-
scribed here are relevant. Future work naturally extendsrtaultilingual setting,
where similar experiments may be performed for these lagggiand the results
may be evaluated and analyzed further.
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