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Abstract

We present the ways in which particle verbs are implememtéaslo rela-
tively mature computational grammars, the English and ther@n ParGram
LFGs, and we address the issues that arise with respectttol@aerbs in
the development of a computational LFG for Hungarian. Gaersitions con-
cerning the ParGram LFG implementation of productive Huiagegparticle
+ verb combinations raise questions as to their treatmettiérother two
grammars. In addition to providing analyses for Englishrr@an, and Hun-
garian particle verbs, we use these phenomena to highlghtdonstraints
on available lexical resources can affect the choice ofyaigbnd how de-
tailed implementations of related phenomena in typoldbyichfferent lan-
guages can positively guide the analyses in all of the laggsia

1 Introduction

In a number of languages, especially Germanic and Finnéelipere are classes
of verbs commonly called “patrticle verbs” (Ackerman, 19B8j6n, 1992; Luideling,
2001; Toivonen, 2001; Booij, 2002)Particle verbs are verbs whose meaning and
argument structure depend on the combination of a (bask)aret a particle. Of-
ten the meaning and argument structure of a particle verimatreompositional,
i.e. it is not predictable from the combination of its coments, but it must be
listed in the lexicon. An example of a meaning expressed bi suparticle verb

in English, German, and Hungarfis shown in (1).

(1) a. Hegave upthe fight. (English)

b. Ergab den Kampfauf.
he gave the fight up
‘He gave up the fight.” (German)

c. O fel#adtaa kuizdelmet.
he up#gave the fight
‘He gave up the fight! (Hungariah)

We would like to thank the audience of LFG10 for their commsen the abstract and pre-
sentation of this paper. Tibor Laczkd gratefully acknaiges that his research reported here has
been supported by OTKA (Hungarian Scientific Research Fgndht number: K 72983, by the Re-
search Group for Theoretical Linguistics of the Hungariamméemy of Sciences at the Universities
of Debrecen, Pécs and Szeged, and by tAMDP 4.2.1./B-09/1/KONV-2010-0007 project, which
is implemented through the New Hungary Development Plaffinemced by the European Social
Fund and the European Regional Development Fund. The authetisted alphabetically.

2In Hungarian, what we refer to here as “particles” are oftefemred to as “preverbs” in the
linguistic literature. Since that term is not adequate lierparticles in English phrasal verbs, and for
ease of exposition, we use the “particle” terminology.

3The ‘# sign is not part of the regular orthography. We use iindicate the boundary between
particles and base verb forms when these are spelled as gdefalowing a convention used in a
number of computational language resources.
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However, particle verbs can also be compositional, as shiow®) for some
directional particles, and highly productive, which is alénge for the coverage
of computational grammars (Villavicencio, 2003).

(2) a. Pushthemup/in/out. (English)
b. Push up/in/outthe boxes. (English)

In this paper, we present the ways in which particle verbsraptementefi
in two relatively mature computational grammars, the Bigknd the German
ParGram LFGs (Butt et al., 1997, 2002), and we address thesdbat arise with
respect to particle verbs in the subsequent developmerdarhautational LFG for
Hungarian. We will see that considerations concerning tm&Pam LFG imple-
mentation of productive Hungarian particle + verb comborat raise questions as
to the current treatment in the other two grammars, espeecialregards the anal-
ysis of highly productive particle verbs. An additionalengésting phenomenon
brought to light by Hungarian is a set of particles which éithinflectional prop-
erties; we outline an LFG analysis of this phenomenon wtsdirmilar to that of
incorporated pronouns, e.g. with Welsh prepositions @&adb99).

Thus, in this paper we provide analyses for English, Gerraad, especially
Hungarian particle verbs. We also use these phenomena amsdmerience creat-
ing computational grammars which account for them to higitlhow constraints
on available lexical resources can, sometimes negatafbct the choice of anal-
ysis and how detailed implementations of related phenoriretygologically dif-
ferent languages can positively guide the analyses anceimgitations in all of
the languages.

2 Particle verbs — syntactic or morphological objects?

English particle verbs are typically analyzed in such a visay the two components
are separately inserted in their respective syntactidipasi This is not surprising
given that particles are always written as separate worésglish and short NPs
can intervene between base verbs and particles, as in (3).

(3) a. Theythrew it/the trashout. (English)
b. Theycut them/the onionsip. (English)
c. Theybandiedit about. (English)

In German and Hungarian, however, particle + verb comlonatare generally
spelled as a single word when the particle immediately plesd¢he verb. How-
ever, variation with respect to the spelling as one or twodsaran be observed
with semantically compositional particle + verb combinas. This particle + verb

“Throughout the paper we use standard LFG notation for rulddexical entries. The imple-
mented grammars use the XLE notation described in Crouch @04.0), which is a variant of the
LFG notation which uses the ascii character set.
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order is in a way the default order, since only clearly defi@alonditions (V1 and
V2 in German; focus, negation, imperatives, etc. in Huraggrcause particles to
appear in positions other than the immediately preverbaPdfven German and
Hungarian verbs that do not exist on their own, but only in boration with parti-
cles, e.gaus#flipperito flip/freak out’ (German; flippern) andbe#fejezto finish’
(Hungarian; fej-e2, appear with the particle separate from the verb in these co
ditions, as in (4) and (5).

(4) a....weil er immer so schnelaus#flippt.
... because he always so quickly out freaks
‘... because he is always freaking out so quickly.” (German)

b. Erflippt immer so schnelbus
he freaks always so quickly out
‘He is always freaking out so quickly.” (German)

(5) a. Janos  bettfej-ez-te a konyv-et.
Johnnowm pv#head-\6UFFPAST.3SG.DEF the bookAcc
‘John finished the book.” (Hungarian)

b. Janos nerfej-ez-te bea konyv-et.
JohnNoMm not head-\BUFFPAST.3SG.DEF PV the bookAcc
‘John did not finish the book.” (Hungarian)

As a result of this behavior, there is substantial cont®yen the linguistic
literature concerning the status of particle + verb comiping as syntactic or
morphological objects. We will argue for a uniformly syrtiadreatment of par-
ticles along the lines of Pifidn (1992) afid Kiss (1992, 2005) (for Hungarian),
and Liudeling (2001) (for German) across the LFG implementa for the three
languages, and offer analyses that nevertheless capwiiexical properties of
particle verbs in a principled manner.

3 Current Implementations in the ParGram LFGs

In this section we present the current analyses used in tasllmoverage English
(Riezler et al., 2002) and German (Dipper, 2003; Rohrer amdtF2006) ParGram
grammars. Both grammars aim to capture the often-idiosgitccmeaning of the
particle verbs by forming a compositeReD, while allowing for the particle and
verb to appear separated in the c-structure, an analysishvidienabled by the
LFG projection architecture. However, due to differenaethe morphologies of
the two languages, in certain constructions, namely whepdénticle immediately
precedes the verb in German, the analyses diverge at tluallexid hence at the
c-structure level.

SFor an overview of the most important instances of this s&jmr in German and Hungarian,
see Pifion (1992).
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3.1 English

As verb particles are always spelled as separate words itisBngarticle verbs
receive a syntactic analysis in the English ParGram LFG. [€kieal entries of
verb particles contribute a feature calleR™FoRM, which records the form of the
respective particle. The lexical entries of base verbsihtce the semantic form
of the particle verb with its argument structure. Finallye temma of the base
verb and the form of the particle are concatenated via anemehtational device
(CONCAT) so that the combination of the two, rather than just the lenointhe
base verb, is thereD of the f-structure.

All particle verbs are listed with their argument structume the verb lexicon
of the grammar, and they appear under the correspondingvbasebut restricted
to co-occurring with the appropriate particle. In (6) are kbxical entries involved
in the analysis of the English example sentekigegave the fight up The verb
give can appear with gusJandoBJonly if there is aPR-FORM up, which will
be provided by the particle. TlrrREDVvalue for the verb is formed by tH@ONCAT
template which takes the lexical verb form (%stengiwe), a hash mark#), and
the PR-FORM (up) and concatenates them to create a new form (%oNewPred =
give#up. The resulting c- and f-structures are shown in (7).

(6) give V (1 PRED) ='%NewPred: (T SUBJ)( OBJ)>’
(T PRT-FORM) =z up
@(CONCAT %stem # Y PRT-FORM) %NewPred).

up PART ( PRT-FORM) = up.

@) S [PRED ’give#tup<suBioBJI>’
Nmp SUBJ [PRED ’hef}
ANl PRED ’fight’

he \ NP PART OBJ
gave . up
the fight -

SPEC [DET [PRED ’thefﬂ

This analysis captures the syntactico-semantic factsanttte PRED reflects
the potentially idiosyncratic particle verb meaning and torresponding argu-
ment structure. However, it does not allow the system to tcocis productive
particle verbs on the fly, nor does it differentiate betweempgositional and non-
compositional uses of particle verbs.

3.2 German

In German V1 and V2 clauses, particle verbs are spelled amaepwords, as
shown in (8a). In these contexts, the German ParGram LFGtthats them in

®The actual lexical entry calls a template which expands }o Eér more on templates in XLE
and LFG see Crouch et al. (2010), Dalrymple et al. (2004),Asutleh et al. (2008).
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the same way as its English counterpart. In verb-final ckasel in headed VPs,
however, particle verbs are usually spelled as single wasis (9).

(8) a. Erlud  seine Kusineein.
he loaded his cousin in
‘He invited his cousin.” (German)

b. *Er ein#lud seine Kusine.
he in#loaded his cousin
‘He invited his cousin.” (German)

(9) Er wird seine Kusinein#laden
he will his cousin in#load
‘He will invite his cousin.” (German)

This spelling difference is important because it is reflédtethe finite-state
morphologies used to process the lexical items (Kaplan g@04). In particular,
the DMOR finite-state morphology (Schiller, 1995) currently usedtiy German
ParGram LFG outputs analyses like that in (10) for partieldg written as a single
lexical item.

(10) einlud<= ein#laden +V .13 .Sg .Past .Ind

The hash mark indicates the boundary between the partid¢henbase verb and
thus potentially disambiguates analyses involving a sdparverb particle from
analyses involving homophonous non-separable verb pgefikowever, the en-
tire lemma is a single +V unit: the morphology does not aralyzas a particle
followed by a verb.

In contrast, when the particle is separate from the verln &d), each form is
passed separately to the finite-state morphology to be zewly he result is shown
in (11), where the verb is analyzed as a +V unit and the paréisla +VPRE.

(11) a. lud<= laden +V .13 .Sg .Past .Ind
b. ein<= ein +VPRE

As a result, the grammar must analyze spelled-togetheiclgavierbs as mor-
phological objects, while the spelled-apart ones compvigemorphological ob-
jects, like their English counterparts. This has the unfmate consequence that the
lexical information for the German particle veein#laden'invite/load in’ must be
listed both under the base verb lemma (as in the English RarxGFG), i.e laden
and under the particle verb lemma, iegn#laden Fortunately, theCONCAT tem-
plate makes it possible to project similar f-structuresardtgss of whether a given
particle verb is spelled together or as separate words.h8d;gtructure in (12) is
the same for the sentences in (8) and (9), modulo the tendeéngar
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(12) [PRED ’eintladencsuBioBI>’

SUBJ [PRED ’er’}

PRED ’'Kusiné

OBJ
SPEC

POSS {PRED /er’H

TENSE past/future

The German system exhibits the same limitations as the gnghe with re-
spect to productively formed combinations and to the inigtiih differentiate com-
positional from non-compositional forms. Furthermores theatment of particle
verb forms as syntactic atoms makes it necessary to usecallgxépecified fea-
ture that records the fact that a given verb form containgd{@s not contain) a
particle, as verb forms with particles are disallowed in Vitl &2 position. Since
this feature has no semantic relevance and only serves thegeiof ensuring mor-
phosyntactic wellformedness, it is declared as a so-caliezlk feature; its name
(and f-structure “path”) is§HECK _VMORPH _PARTICLE). Particle verb forms in-
troduce this feature with the valug TACHED, while finite verb forms in the Cbar
rule are annotated with the following equation:

(13) Cbar— V[v,fin] VP
1=l 1=l

(I CHECK VMORPH PARTICLE) # ATTACHED

Consequently, verb forms that include a particle are exadufiom the V1 and
V2 positions. However, this exclusion is obtained via areothise unmotivated
annotation in the Cbar rule, and it requires that ttigECk feature be introduced
in the verb lexicon for each particle verb lemma.

4 A Uniformly Syntactic Analysis

In this section, we argue that a uniformly syntactic analys implemented in the
English ParGram grammar is desirable in German and Hungdoia, even though
orthography and the semantic opacity of many particle veelesn to suggest other-
wise. We concentrate on why it is desirable to treat padiakeseparate c-structure
nodes regardless of whether they are spelled as separate aranot’

4.1 A Uniformly Syntactic Analysis for German Particle Verbs

In subsection 3.2, we described the current implementaifoparticle verbs in
the German ParGram grammar, arguing that it is unecononmi¢atms of lexical

"We do not address the question of which category (or catsjothe morphemes belong to.
Many particles, or particles in general (see Toivonen (20@day not belong to a separate “particle”
category but instead may be analyzed as adverbs, adjectiaiss, or intransitive prepositions; here
we simply assume a category called “(verb) particle”.
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entries and requiring a stipulative feature. Neverthelgss easy to understand
why this analysis was chosen: With a morphology that outpusingle lemma
for particle verb forms that are spelled as one word, othatyaes are not an
option. In order to allow for an implementation in which dpdtapart and spelled-
together configurations receive more similar analysesptiygut of the finite-state
morphology would have to separate the particle from the.vditns is possible
to do with finite-state morphologies. For exampdejoRr (Schmid et al., 2004)
encodes such an analysis; the resulting morphologicaysisas shown in (145.

(14) einlud<=> ein <VPART> laden<+V> <13> <Sg> <Past> <Ind>

With such a morphological analysis, it becomes possibledat tforms like
einlud as two c-structure nodes rather than one, which in turn miakessible to
consider the particle part of the verb complex (but not ofvlgb itself). Under
this assumption, the c-structures for the sentences imJ% look as follows:

(15) a. CP b. CP

DP Cbar DP Cbar

VAN

Er \Y VP Er AUX VP

lud PNy wird N
DP VC DP VC
_ | PN N

seine VPART seine  VPART \Y
Kusine ein Kusine ein laden

While (15a) is basically the c-structure the German ParGt&® produces
for (8a), (15b) crucially differs from the c-structure ththe grammar produces
for (9) in thatein andladenare separate c-structure nodes. As a consequence of
this, one of the lexical entries for the particle verb, ngmbe ein#ladenform, be-
comes unnecessary; with the new analysis, only the sutwra&ation information
listed under the base verb lemma is needed. Also, the diymili@ature CHECK
_VMORPH _PARTICLE) can be abolished because the distribution of verb pasticle
is controlled by the c-structure rules: there is no slot fMPART as a daughter of
Cbar. Finally, the treatment of verb particles as separateucture nodes allows
for a straightforward analysis of coordinations like (16).

(16) An der nachsten Haltestelle werden viele Leuggn{undaug#steigen
at the next stop will  many people in and out#step.
‘At the next stop, there will be a lot of people getting on affid German)

8The fact that the morphological tags are surrounded by dnigtackets in this morphology
instead of preceded by a full stop as in the other is unimptrt@ihe difference in form is merely
technical but is included for completeness.
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A uniformly syntactic analysis of particle verbs that tee#tie spelled-apart
and spelled-together variants similarly is thus more epuoal and systematic in
as far as the lexicon is concerned, it gives a more parsimeraad less stipulative
account of the word order facts observed with respect tigaxerbs, and it makes
it easy to account for coordinations of verb particles evéemthe second one is
spelled as part of a complex verb.

4.2 A Uniformly Syntactic Analysis for Hungarian Particle Verbs

As with German particle verbs, Hungarian particle verbsadge sometimes writ-

ten together and sometimes apart. As with the German casergue that re-

gardless of which written form is used, the f-structure wsial should be similar.

Since the finite-state morphology of the Hungarian ParGr&@ encodes an anal-
ysis that splits the particle from the base verb, as in (4% possible to have a
more uniform c-structure analysis, thereby simplifying tHungarian lexicon so
that verbs are listed only under their stem form.

(17) beléep<- be +Prefix+ lép +Verb +Presind +Indef +Sg +3P

The conditions under which Hungarian particles appeatiegand apart from
the verb are discussed in Pifidn (1992) &diss (1992, 2005). The conditions
are not important for this paper, but we provide some exasnpl€l18).

(18) a. Janos fel#ad-ta a kizdelm-et.
JohnNowm up#givePAST.3SG.DEF the fightacc
‘John gave up the fight.

b. ANOS ad-ta fela kiizdelm-et.
JohnNOM give-PAST.3SG.DEF up the fightacc
‘It was JOHN who gave up the fight.’

c. Janos nerad-ta fela kizdelm-et.
JohnnoMm not  givePAST.3SG.DEF up the fightAcc
‘John didn't give up the fight.

d. Ad-d fela kizdelm-et!
give-IMPER.2SG up the fightacc
‘Give up the fight?’

The c-structure and the f-structure for (18a) are given 8),(tvhile those for
(18b) are given in (20).
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(19) S [PRED ‘fel#ad<suBJ0BI>']
DP VP TOP {PRED ’Janos}l
Janos /\ suBl [ 1

PART \V 0B PRED ’kiizdelem
fel# /\ DEF  +
\Y; DP i )
adta
a kiizdelmet
(20) S [PRED 'fel#ad<suBy,0BI>']
V‘P FOC [PRED ’Janos}l
/\ suBd [ |1
DP \4 PRED 'kiizdelem
Janos OB g 4+
V PART DP - -
adta fel
a kiizdelmet

5 Compositional and Productively Formed Particle Verbs

The analyses described in Section 3 for English and Germaroddifferentiate
compositional particle + verb combinations from idiomaiarticle verbs. This is
a problem for the coverage of computational grammars beaags combinations
inevitably show up in texts and because the regular charaftieese combinations
is not captured. For example, the partidiggEnglish),hinterher‘after’ (German)
andr& ‘onto’ (Hungarian) can combine with a wide variety of verb®stly motion
verbs), and generally contribute the same meaning. FallpWwoivonen (2001), we
assume that particles in compositional particle + verb doattons can contribute
aspectual information, thereby potentially affecting tibléity of the base verb, or
that they can have a grammatical function subcategorizetyfthe base verb. In
addition, we will see that certain particles can modify thguanent structure of the
base verb in a predictable way.

Productive, compositional particles play a number of roédative to the verb
they combine with. They can be adverbial ((21)), resul&a(f22)), and aspectual
((23)). English, German, and Hungarian all have particibsef these types.

(21) a. She was rescued by Boris Johnson, whoayaking by. (English)

b. Einer Frau, dievorbei#radelt, johlen einige hinterher.
aDAT woman who by#cycles hoot some after
‘Some hoot after a woman who is cycling by.” (German)
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c. Az Utkbzés utan a fil tovabb#kerékparoz-ott.
the collision after the boyom further#cyclePAsT.3sG
‘After the collision the boy cycled on.” (Hungarian)

(22) a. Hesanded offthe paint from the timber ceiling. (English)

b. Er laRt sich  die Risselnaab#operieren
He lets/makes himself the trunk nose off#operate
‘He has his trunk-like nose surgically removed.” (German)

c. Janos le#tsmirgliz-te a festék-et a gerenda-rol.
Johnnom down#sandrAST. 3SG.DEF the paintAcc the timberFROM
‘John sanded off the paint from the timber.” (Hungarian)

(23) a. Shepainted onfor half an hour or so. (English)

b. Jetzt mu3 in der ganzen DD#Riter#getrommelt werden.

Now must in the entire  GDR on#drummed be
‘Now the drumming has to continue throughout the entire GDRer-
man)

c. Janos meg#r-ta a level-et egyobra alatt.

JohnNowm perf#writePAST. 3SG.DEF the letteracc one hour under
‘John wrote the letter in one hour.” (Hungarian)

In the remainder of this section, we show how the differepesy/of compo-
sitional and productively formed particle verbs can be aoted for in LFG. We
demonstrate the technical details of the proposed analysirg mostly German
examples, but these accounts naturally and straightfdtwaarry over to Hungar-
ian and English.

5.1 Adverbial Particles

Sentence (24) exemplifies a particle + verb combination /iiee particle adds
adverbial information. Adverbials expressing a path temditectly precede the
verb in German; this may be the reason why a number of “pativérd that
routinely occur in this position are considered particlgplescriptive grammars
and hence spelled together with the verb, even though battedgtogether and
spelled-apart variants can be found in corpora.

(24) Einer Frau, dievorbei#radelt, johlen einige hinterher.
aDAT woman who by#cycles hoot some after
‘Some hoot after a woman who is cycling by.” (German)

The analysis of this category treats the particle as a stepaad with its own
PRED, which either fills one of the argument positions subcatiegdrfor by the
base verb or acts as amJuNncT modifier of the verb. Here we do not concern
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ourselves with the vexing question of whether the partieedmes ambJUNCT
or an OBL-DIR (see Zaenen and Crouch (2009) on differentiating adjunats a
obliques, especially in implemented grammars), but imsfeaus on how these
analyses can be realized in LFG.

The lexical entries for the adverbial use of the partietebei ‘by’ and the
lexical entry for the verlsadeln‘cycle’ are shown in (25).

(25) a. vorbei VPART {0OBL-DIR PRED)="vorbei
b. radeln V (PRED)='radeln<suBJ, OBL-DIR>’

The VC rule, in which VPART is introduced, then combines ¢thasst like
it combines verbs with particles that only introducerr-FORM feature for an
idiomatic particle + verb combinatich.

(26) VC— (VPART) (V)
1=l 1=l

The f-structure this rule and these lexical entries prodsishown in (27).

(27) [PRED 'Frad ]
PRED 'radeln<suBJ, OBL-DIR>’
i
ADJUNCT SUBJ [PRED prd}

OBL-DIR [PRED ’vorbei’]

SPEC DET {PRED ’einéﬂ

Similarly, the adverbial particlenit ‘with’, illustrated in (28a), adds amnD-
JUNCT to the base verb. We therefore assume the lexical entrie29nfér the
particlemit and the verldahren‘go/drive’. These give rise to the analysis in (30).

(28) a. Wer will nach Norwegemit#fahren?
who wantsto  Norway with#go
‘Who wants to go to Norway with us?’ (German)

b. Wer will mit nach Norwegeffahren?
who wants withto  Norway go
‘Who wants to go to Norway with us?’ (German)

(29) a. mit VPART (ADJUNCT € PRED='mit’
b. fahren V (PRED='fahren<csuBj OBL-DIR>’

%/ and PART themselves are nodes with internal structurecatei by the output of the mor-
phology (see section 4). See Kaplan et al. (2004) on sulalesites and the interaction of morphol-
ogy and syntax in LFG.
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(30) [PrRED  'wollen<xcomp>suBJ
SUBJ {PRED ’prd}l

[PRED "fahren<suBJ, OBL-DIR>'
SUBJ [ 11

PRED ’‘nachcoBJr>’
XCOMP | OBL-DIR h}

OBJ [PRED 'Norwege

ADJUNCT {[PRED ’mit’}}

This analysis of the particlaitalso has the advantage of projecting f-structures
with identical verbaPREDs and argument structures for sentences (28a) and (28b),
which are semantically equivalent. Finally, note that @& idirectional PP that can
intervene between the adverb/partioit and the clause-final verb; the adverbial
particlemit and the directional PP seem to compete for the position ttlirexthe
left of the verb.

5.2 Resultative Particles

Verb particles often take part in resultative constructiaas in (31).

(31) Er laft sich  die RiUsselnaab#operieren
He lets/makes himself the trunk nose off#operate
‘He has his trunk-like nose surgically removed.” (German)

Resultative particle verbs are probably the category oh{geompositional parti-
cle + verb combinations that has received the most atteatidrthat has motivated
a number of Chomskyan syntacticians to claim that partickssd small clauses.

In LFG terms, this corresponds to akoMP-PRED analysis, and so we posit
the lexical entry in (32a) for the particlab ‘off’ as used in (31). For the verb
operieren‘operate’, we assume the lexical entry in (32).

(32) a. ab VPART {XCOMP-PRED PRED='ab<suBa>’
b. operieren V {PRED)='0periererR:SUBJ0BJ,0BJ} ,XCOMP-PRED>’
(TXCOMP-PRED SUBJ)=(T0OBJ)

These lexical entries in combination with the regular VGarshown in (26)
associate (31) with the following f-structure.

%The resultative subcategorization frame tgerieren‘operate’ is needed for particle and full
phrase resultative predicates. Th®J, in the subcategorization frame is a dative external possess
construction, which is also independent of the occurrerieeparticle.
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(33) [PRED  ’lasseRcSUBJ, XCOMP>0BJ ]
SUBJ {PRED ’prd}]
OBJ [ die Russelnase ]
[PRED ‘operieren<NULL, SUBJ, OBJy, XCOMP-PRED> |
SUBJ [ 11
OB PRED prd}
XCOMP
"ab<suBa>’
XCOMP-PRED
[ I
| PASSIVE +

This structure relies on a resultative subcategorizatiamé foroperieren‘op-
erate’ that can be provided by a lexical rule in the spirit ohf@son (2006), for
example. However, since the question of the resultativeafiseerbs needs to
be addressed independently of their co-occurrence witticfegs, we believe that
our implementational framework could, in theory, accomateda purely syntactic
treatment as well, for instance, along the lines of Alsir@9@). He proposes that
the predicate and the resultative expression bring abeirtgpecial joint argument
structure in the syntax. This is based on his assumptiorthbatrgument structure
of a predicate may be different from that of the clause it oo

5.3 Aspectual Particles

For aspectual particles, examples of which were shown i (R3vonen (2001)
suggests introducing aspectual features or a separ#e for the particle. The
lexical entry of an aspectual particle can thus look like)(3@5) shows the f-
structure forShe painted on (for days and days$jere the aspectual information
is contributed by the particlen as a simple feature for continuous aspect; see
Toivonen (2001) and references therein for analyses otcaspthin LFG.

(34) on PART ( TNS-ASP ASPECj)=continuous
(T PRFFORM)=0N

(35) [PRED '‘paint<suBa>’
SUBJ [PRED ’shé}
ASPECT continuous
TNS-ASP
PRT-FORM 0N

5.4 Argument-Changing Particles

As seen above, particles can combine with verbs in a conipositway with-
out altering the argument structure. However, at least inm@a and Hungarian,
there are also productive particles that can add argumasisointed out, e.g. by
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Stiebels (1996). An example is the German partiitgerher*after’, which in (36)
subcategorizes for the dative argumdam Glick ‘the happiness!!

(36) Lauf dem Glick  nicht langehinterher!
runimMp.2sG the-DAT happiness not longer after
‘Don’t run after happiness any longer!” (German)

This type of behavior where the addition of a morpheme, hleeepirticle,
results in a predictable modification of the argument stmgcis reminiscent of
causatives and complex predicates. Butt et al. (2003) arda®d King (2006)
use restriction to analyze these constructions and pr@aagay to implement them
in XLE for the ParGram LFG grammars. We propose that certampositional
particle verbs should be analyzed similarly.

The lexical entries for a complex-predicate analysis of €8& shown in (37).

(37) a. hinterher VPART 1{(PRED=hinterhek%ARG1,(0BY)>’
b. laufen \Y ( PRED)='laufen<suBz>’

The rules that require additional annotations for propedjmate composition are
the VC rule, whose “regular” version was presented in (26)wall as the Cbar
rule, which introduces the finite verb of a clause when it i¥’hposition.

(38) a. VC— (VPART) (V)
1=l T/PREDOBY = |/PRED
(TPRED ARGL) = (| PRED)

b. Cbhar— \Y (VP)
T/PREDJOBY = |/PRED =1
(TPRED ARGL) = (| PRED)

These rules and lexical entries produce the f-structur@ for (36). Note
that the particle and the verb together make uprtkied of the top f-structure, both
contributing to the argument structure of the combination.

(39) [PRED 'hinterher <’laufen<suBz>’,0B8J>" |
SUBJ {PRED ’prd}

PRED ’Gliick

OBY SPEC |:DET {PRED ’die’ﬂ

{PRED ’nicht’}
ADJUNCT
{PRED ’Iang}

"The fact that the sentential negation intervenes betwleenGliickthe happiness’ antinterher
‘after’ makes it impossible to analyze the particle as a puostion. Also compare (24), where
hinterheris separated from its argument by even more material.
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5.5 Corpus Frequency of Compositional Particle Verbs

To quantify the importance of a productive rather than aldeged treatment of
compositional particle + verb combinations, we did a sreedlle corpus study of
German particle verbs. Knowing that the particleggegeritowards’ andhinter-
her ‘after’ combine with base verbs almost exclusively in a cosifional fashion,
we extracted all verb forms whose lemma starts with one ofetparticles from
the so-called Huge German Corpus of the University of Sauttgnd sorted them
by frequency. Then we determined which of these particlbssare in the German
ParGram verb lexicot?

The result in terms of tokens is the following: Of the 11,68Pb/forms starting
with entgegen11,067 correspond to a lexical entry in the grammar’s vexicbn;
585 or 5.0% of the verb tokens starting with the partietégegerare not covered
by the verb lexicon. For the partichenterher, the situation is even clearer. Of the
1,164 verb forms starting withinterher, only 604 correspond to a lexical entry in
the verb lexicon, which leaves 542 or 47.3% of the tokensisfttlpe uncovered.

Looking at types reveals that, for both kinds of particle fveombinations,
more than half of the types correspond to a single token, wliggests that these
combinations are truly productive. In the case of verb fostasting withentgegen
the proportion of hapax legomena (words which occur onlyean@ given corpus)
is 117/223=52.5%; in the case of verbs starting mititerher, it is 78/148=52.7%.
Only two of theentgegerand one of thdinterherhapax legomena are listed in the
verb lexicon; overall, 85.7% of thentgegent+ verb combination types and 91.2%
of the hinterher+ verb combination types are unknown to the verb lexicon.

5.6 Compositional vs. Non-compositional Particle Verbs

To conclude this section, we return to the issue of how bedistinguish composi-
tional from non-compositional particle verbs in an LFG gsa. We propose that
compositional particle verbs be analyzed by means of adéxiatry for the par-
ticle where, rather than @R-FORM feature, it contributes arReD that, in certain
cases, may subcategorize for an argument it introduces.ediqgate composition
rule involving restriction then fills argument slots of angent-changing particles.

Although we argue that compositional particle verbs ard besounted for
using the analyses proposed above, the non-compositiant&tlp verbs should be
captured by an analysis similar to that outlined in SectiotJBder this analysis,
the verb has a lexical entry which lists the particle it catos with as well as
its argument structure. In addition, the predicate is fafrg concatenation, i.e.
prt#verb, so that a uniqgueREDIs formed, reflecting the non-compositional nature
of the particle verb combination. In this way, compositilcerad non-compositional
particle verbs are easily distinguished both in the gramimptementation and in
the resulting f-structures.

12We only verified whether there was any lexical entry at alldaiven particle + verb combina-
tion; we did not verify whether the lexical entry was adeguat
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(40) Non-compositional:
PRED 'prittverb< GFs>’
GFS [1]
PRT-FORM prt

(41) Compositional: adv. oblique Compositional: adv. adjunct

PRED 'verb<GFsSOBL>' PRED 'verb<GFs>’

GFs [] GFS [1]

OBL {PRED ’prt’} ADJUNCT {[PRED ’prt’]}
Compositional: resultative Compositional: aspectual
PRED 'verb<GFSXCOMP-PRED>’ PRED 'verb<Grs>’

GFS [1] GFS [1]

XCOMP-PRED |PRED ’prt<SUBJ>'} TNS-ASP [ASPECT prt}

Compositional: predicate composition
[PRED  ’prt<’verb<GFs>’,PRTGF>’
GFS []

PRTGF [ ]

As a final point, these productive particles may still be setioally restricted
so that they cannot occur with verbs with incompatible megsi(e.g. argument
structure and aspectual incompatibilities).

6 Hungarian Inflected Particles

In addition to the uninflected particles found in Germaniankarian has inflected
particles. Many Hungarian particles are etymologicalliated to postpositions
(ala ‘to.under’) or oblique case suffixesrd ‘onto’). Under normal circumstances,
when such elements are used in a pronominal context, theéesthhlungarian mor-

phological strategy is to take these elements as ‘stemstaaadd the ‘pronominal

content’ inflectionally, as in (42).

(42) a. ala‘to.under b. ala-m ‘to.undest
c. -ra‘onto’ d. ra-m’onto-$G

When the argument of the particle verb would be pronominahd#rian does
not use the particle in its ‘neutral’ form and express thenproinal oblique argu-
ment by a separate inflected element, as shown by the ungitzcah{d3).

(43) *Janos  rattlep-ett ra-m.

JohnNOM onto#stepPAST.3SG onto-1SG
‘John stepped onto me.’
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Instead, the ‘pronominally inflected’ particle alone isdise encode this meaning.

(44) Janos ra-m lep-ett
JohnNOM 0nto-1SG stepPAST.3SG
‘John stepped onto me.’

Furthermore, when the obliqgue argument is 3rd person anepramominal,
the corresponding inflected particle cannot be used; coertparforms in (45).

(45) a. Marira lep-ett a toll-ak-ra.
Mari onto stepPAST.3sG the penPL-SUBL
‘Mari stepped onto the pens.’ (Hungarian)

b. Marira-juk lép-ett!3
Mari onto-3L stepPAST.3SG
‘Mari stepped onto them.” (Hungarian)

We propose that these inflected particles are straightfoltwanalyzed in LFG
by the classic pronoun incorporation analysis. All thesssfgan be captured by
assuming that with inflected particles the inflectional nn@ipgy obligatorily in-
troduces theeRED='prd feature!* An example lexical entry is shown in (46) and
the resulting f-structure for (45b) is shown in (47).

(46) rajuk ( oBL PRED=r&
(1 oBL 0BJ PRED='prd
(T oBL OBJ PER9=3
(T oBL 0BJ NUM)=pI
(47) [PRED ’lep<suBJOBL>’
SUBJ PRED ’'Mari’

PRED ’‘ra<oBJ>’

PRED 'prd
OBL
OBJ PERS 3
NUM  sg
TENSE past

The fact that theeRED'prd is obligatory in inflected particles, instead of op-
tional as is the case in many analyses of pro-drop, enswaeththinflected particle
cannot be doubled by an overt argument. This is shown by theammaticality
of (48) where the inflected particté-juk is doubled by an overt oblique NP.

(48) *Marira-juk |épett a toll-ak-ra.
Mari onto-3L stepPAST.3SG the penPL-SUBL
‘Mari stepped onto them the pens.” (Hungarian)

13Note that conventional Hungarian orthography has the wettet particle + verb combination
as one word and the inflected particle + verb combinatiorcaipyi as two words.
14For an inventory of Hungarian inflecting particles and adelist analysis, see Ackerman (1990).
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7 Conclusions

We established that the implemented LFG analysis of partietbs for English
and German is appropriate and feasible for non-compositiparticle construc-
tions. However, the existing analyses had two problemst,Rhre analysis did not
distinguish between idiomatic and compositional partiaeb constructions: both
types were listed in the lexicon and createrlEDs composed of the particle and
the verb. Second, the German analysis required two differetructure analyses
and, as a result, repetition in the lexicon.

We proposed that idiomatic particle-verb constructionsidted in the lexicon
and haverRED values which are composed of the particle and the verb. These
idiomatic particle verbs may have argument structures kidiffer significantly
from the verb’s non-particle counterpart. This analysisiiilar to that usually
assumed in the LFG literature and implemented in XLE gransmar

We then argued that compositional particle verbs be congpisthe syntax.
In many cases, the particle fills an argument slot of the bedg e.g. a resultative
XCOMP-PRED or an adverbiabgL, it modifies the base verb by functioning as an
adjunct, or it adds aspectual information. In other cades, particle introduces
an additional argument, and restriction is used to createwaPRED for the verb
which differs from the originaPRED only in the addition of the new argument. In
both types, the additional f-structure information is pded by the lexical entry
of the particle. Note that although the compositional gtiverb construction can
be very productive, there are semantic constraints on tbeatle combinations;
we leave the investigation of these constraints for futunekw

The issue with the repetition of lexical items in the Germetidon was solved
by incorporating a different morphological analysis whgteeven when particle-
verb combinations are written as a single word, they corapvi® different tokens
in the c-structure. That is, their sublexical analysis imge the particle, the verb,
and the morphemes encoding inflectional information. Tlstreeture rule for
verbs is then minimally modified to allow for this constracti

Hungarian particle verbs can be straightforwardly acoedifibr with this divi-
sion between idiosyncratic and compositional particldseas well as a morpho-
logical analysis similar to the one proposed for Germandttitaoon, Hungarian has
inflected particles. We argued that LFG, and its impleménatia XLE, allows
for a straightforward pro-drop style analysis of Hungatiigftected particles.

An orthogonal issue to those addressed here is that of hdiglparerbs partic-
ipate in derivational morphology and how best to implemaéit e.g. Englistby-
standers GermarEinladung‘invitation’). An additional derivational morphology
issue involving particle verbs is discussed in Booij (2008 provides a construc-
tion grammar analysis of particles used to create verbsfowtuns and adjectives
in Dutch and German. We leave these areas for future work.
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