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Abstract

We describe the design of an LFG-based generation systenprtnades

a framework for empirical studies on the choice among gratiesalgpara-

phrases (i.e. syntactic alternations), as an effect ofantsg soft con-

straints. To be able to study the relevant variation, werekte XLE gen-

eration architecture so it no longer departs from standaftrluctures, but
from a more abstract level of (meaning) representations Tépresentation
is constructed by means of XFR term-rewrite rules. We dist¢he design
of the meaning representation in light of the surface ratifis task. In par-
ticular, we address the problem of obtaining a transfer granthat reverses
meaning construction, taking into account the generatefopmance.

1 Introduction

In this paper, we describe the design of an LFG-based generatiomsystepro-
vides a framework for studying soft constraints on grammatical parapbrae.
syntactic alternations. These alternations have recently attracted intetiesbin
retical linguistic research, motivating models of grammar that assume statistical
preferences to be guiding the use of certain linguistic constructions. Byoiva
illustration, we cite an example from Bresnan and Ford (2010):

Given the following linguistic context in a dialogue:

(1) Andlsaid, | want a backpack.
I told him, if you want to give me a present for Christmas ...

What is the most likely continuation of the sentence?

(2) a. ...give me abackpack.
b. ... give a backpack to me.

The alternatives in (2) illustrate the English dative alternation. Bresnal et a
(2007) show that speakers prefer one over the other constructiendieg on
the discourse context and the discourse accessibility of the verb'margs. For
(2), the speaker in the dataset chose (2-a). This can be explained Ecthhat
the speakers statistically prefer first-person, pronominal, discoivsa-gcipients
(m@ to precede nominal, discourse-new thenteckpack

Interestingly, the insight that discourse properties of referents airf@ma-
tive factor in modelling linguistic preferences among grammatical variants is cor
roborated by computational research using generation with implemented- broa
coverage grammars — where the relevant distinctions are subject to comyplex
teractions of multiple factors and information sources. Cahill and Riest@9§20
use the generator integrated in the XLE system to generate syntactic altesnatio
(mainly word order variations) from given corpus sentences. Thdiead the task
of ranking these alternations, i.e. finding the appropriate realisation inxtphte
training a log-linear statistical model to replicate the actual realization chaices f
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corpus data from a treebank. Their experiments show that a model apptox
ing discourse properties of the referents in a sentence improves this k&sine
realisation ranking model.

There are a number of lingustically interesting alternations that the work by
Cahill and Riester (2009) could not study as participating in the rankingegsy
e.g. argument or voice alternations. F-structures are usually undéisget the
level of word order, but not at the more abstract semantic level engddanre-
alisation of predicate arguments. For instance, an LFG grammar would usually
assign different f-structure representations to the active and passilisation of
a sentence. To be able to include these alternations, we need to extend¢mé cu
XLE generation architecture so it departs from a level of representatisinacting
away from syntactic alternations.

XLE supports generation from partially underspecified feature streicapre-
sentations. So, in principle, one could design a brand new feature representation
for the intended level of abstraction. However, a level of representatiomalis-
ing the relevant alternations has already been designed and relatetiuctiies
from the ParGram LFG grammars, in the context of textual entailment argd que
tion answering tasks: Crouch and King (2006). Since our experimeatsizued
at capturing interaction effects in real corpus data, it is important to achiead
coverage of syntactic, morphological and lexical phenomena relatigsty So,
the most natural way to go is to adapt the existing representation and mapping
mechanism for our purposes.

Crouch and King (2006) use the term-rewrite transfer system includeckin th
XLE system (the “XFR system”), for mapping f-structures to flat semantie re
resentations. Originally designed for machine translation, the system tnaenpr
highly useful from a practical point of view, since it supports rapid gatanted
engineering for various kinds of format conversion. The resultingsfeanule sets
are generally very robust, since it is easy to include catch-all rulesqeewiide
them for specific data instances). It is also relatively straightforwardoto gn
XFR transfer grammar from one ParGram grammar to another, taking tagean
of the carefully controlled parallel f-structure geometry across larggiag

The XFR system is unidirectional, so it cannot be reversed directly. Trasisne
that for our project of building semantics-based generation taking ady&ata
existing work on meaning construction, we have to address two questigneht
should be the design for our meaning representation (which parts oftdibvent-
oriented shallow semantics do we want to take over, etc.), and (2) how ean th
reverse mapping from the meaning representation to (a packed rejptesenf
all possible) f-structures be realized.

We introduce the task of surface realisation ranking in more detail andsdiscu
the motivations of this work in Section 2. In Section 3, we provide a briefoser

There are limits posed by theoretical results showing that the generationuinderspecified
features structures is undecidable in the general case (Wedekir@), 13t the XLE generator
takes advantage of the constructive approach of Kaplan and Wedgkiad).

481



of the extended generation architecture proposed in this paper. Seclemtdbes
the design of the meaning representation and discusses several adagtatibe
surface realisation task. Finally, in Section 5, we treat the problem of ahgain
transfer grammar that reverses the meaning construction and point alatiemn
to generation performance.

2 Surface Realisation Rankingin the LFG Architecture

2.1 RankingintheLFG Architecture

LFG grammars implemented in the XLE framework are generally reversible so
that they can be used in parsing and generation. In both scenaridsaste deal
with disambiguation, i.e. ranking problems. Formally, the disambiguation problem
amounts to the selection of the (or a) contextually appropriate analysis/tiealisa
from a set of candidates that is characterised by underspecificatioa g#hépe of

a “packed” LFG representation. In parsing, all candidate analysee slcommon
surface string; in generation, the candidate realisations share (a ppetidfication

of) an underlying input representation, typically a partial f(unctionallctrre.

The two dual choice problems are illustrated on the left-hand side of Figure 1

Ranking in generation:

Output Candidates Surfacerealisation ranking:
|Sentence| Sentencg|...| Sentencg|

Ambiguous Input

Output Candidates
|Sentence| Sentencg|..| Sentencgh |
\

'
Ambiguous Input I

Ranking in parsing: Output Candidates /
\Analysisl H Analysis, \

Output Candidates
\Analysisl H Analysis, H Analysis, \

Ambiguous Input

Sentenck

Ambiguous Input

Figure 1: Ranking in a reversible grammar architecture

In both scenarios, log-linear statistical models for ranking the candidates h
proven successful for modelling the preferred choice based omgag@ta mod-
elling the linguistic experience of a speakeFormally, the set-up is very similar

2In the log-linear ranking approach, each candidate structure is eepiegbas a vector of its
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to the Optimality Theoretic (OT) LFG architecture (Bresnan, 1996, 2000i)ghwh
can be based on the same reversible framework of candidate genekattom (
2000, 2001, 2003j.

From a generation perspective, an LFG f-structure can be condiderab-
stract syntactic representation that is underspecified with respect doonaer and
certain aspects of morphological/lexical word choice (Cahill et al., 200fgre-
fore, in mapping f-structures onto surface sentence strings, ondyusbtains
various possible, truth-conditionally equivalent realisations.

The quality of a mechanism choosing a particular surface realisation can be
evaluated straightforwardly in a corpus-based setting. The typicalrdémigest-
ing a surface realisation component against realistic corpus data is didpbay
the right-hand side of Figure 1 (going from the bottom to the top): First, pusor
sentence is parsed and mapped to a linguistic, underspecified analyziadSa
generator maps this analysis to all possible surface realisations whichdhbee
ranked by a realisation ranking model. Finally, the output of the rankingrns co
pared against the original corpus sentence. There are multiple wayseaslires
to assess this comparison, such as automatic measures from Machinatioans
evaluation or human judgements (Cabhill, 2009).

2.2 Ranking for Free Word Order Languages

The ranking problems described in the previous section are especialgngiag
in languages with free word order. Consider the following example fronm@e:

3) Maria schenkiThomas einBuch.
Maria.NOMgives Thomas.DATa book.ACC.

Sentence (3) illustrates a verb with three case-ambigous arguments, suirh tha
parsing the sentence receives four possible analj#as/(can be the subject, and
the direct and indirect objecthomasan also have all three functiorimokcan be

the subject and the direct object). When we generate from an arbitstinydture

for Sentence (3), we obtain the set of surface realisations in (4) whicluats to
the set of all permutations of the three arguments.

(4) a. Maria schenkt ein Buch Thomas.
b. Maria schenkt Thomas ein Buch.
c. Ein Buch schenkt Thomas Matria.

d. Ein Buch schenkt Maria Thomas.

contextually relevant properties. The property weights (correspgriditthe relative ranks of the
constraints in an OT setting) can be discriminatively trained on corpus datg numerical opti-
mization algorithms, which ensure that the weights for the various propentéeset in such a way
that the observed analyses/realisations are ranked the highest (Riele2002; Cahill et al., 2007).

3The close relationship between an OT constraint ranking approachgidéar models (which
is just a different name for Maximum Entropy models) is discussed bgvader and Johnson (2003)
and &ger (2004).
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e. Thomas schenkt ein Buch Maria.
f.  Thomas schenkt Maria ein Buch.

If we were able to generate from an f-structure underspecified ficeyave
would additionally obtain the surface realisations in (5) illustrating all possible
permutations in passive voice (where in German only the theme argumenécan b
turned into the passive subject).

(5) a. Maria wird von Thomasein Buch geschenkt.
Maria.DATis by Thomasa book.NOMgiven.
Maria wird ein Buch von Thomas geschenkt.

Ein Buch wird Maria von Thomas geschenkt.

Ein Buch wird von Thomas Maria geschenkt.

Von Thomas wird Maria ein Buch geschenkt.

Von Thomas wird ein Buch Maria geschenkt.

~0oo0QT

To our knowledge, the impact of syntactic alternations like voice on realisation
ranking in free word order languages has so far not been investigatsumpu-
tational frameworks working with reversible grammars. Velldal (2008drspon
HPSG-based generation experiments for English where he constrastsiien
from meaning representations that are underspecified and specifieside and
topicalisation. As one would expect, the underspecified representatiggertr
much more (about twice as many) surface realisation candidates and kiiregran
task becomes much harder.

While it is difficult to compare surface realisation experiments based on-diffe
ent grammars and languages, one would, at least theoretically, expettidista-
tus or function of syntactic alternations differs between languages likksBrand
German, since German has more options available for achieving a particigar o
ing and hence, conveying subtle information structural differencesnglish, the
use of syntactic alternations (e.g. the dative alternation) is often attributeatits s
tical word order patterns. Bresnan et al. (2007) base their explaradttbe dative
alternation on the finding that “animate, pronominal, short, discoursesiatmar-
guments tend to precede inanimate, nonpronominal, long arguments.” In germa
the situation is less clear, since these precedence patterns are noainedsky
the word order restrictions.

2.3 Surface Realisation and the Problem of Input Representation

Before moving on to the design of the extended generation architectuiwjefly
point out an additional, independent advantage of using a more abstiatiw
meaning representation instead of a standard LFG f-structure.

Grammar-based generators are a good basis for focussed studiegfame s
realisation (or “tactical” generation), since these systems (usually) peogham-
matical output, and are actually able to produce all grammatical realisations of a
given abstract input. However, an obvious limitation of grammar-basedrgen
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tors is that they require a very specific input representation whichsmorals to
the internal specification of the grammar. Depending on the system cofiteet o
surface realiser, this input representation is often hard (or almost ibjpeE)st
predict in external applications (see Section 4). As a consequeeengr-based
generators are rarely used in real-life generation applications. A futibadvan-
tage of grammar-specific input for generation is the fact that the resutneld
by different generators based on different grammars or input septations are
difficult to compare (Belz et al., 2016).

We extend the XLE generation set-up to take a more shallow representation
as input, using an added conversion step at the beginning. This caemhasa
first step towards making the grammar-based XLE generator applicablalin tra
tional NLG domains, like e.g. text summarisation, where the input represemtatio
can be expected to be more abstract or underspecified than fully-dledge f-
structures. The initial conversion step can be re-engineered faiily emadapt it
to the relevant system context.

3 System Overview

The work presented in this paper investigates the feasibility of interfacingltke
generator with a preprocessing step, which produces a packedspediied f-
structure representation of the f-structures compatible with a shallow meaqing
resentation, abstracting away from morpho-syntactic alternations. Atepaduit

in Section 1, practical engineering considerations lead us to assume tlgtidhis
low input representation is most conveniently built by means of transfes, de
using a good deal of the work on meaning representations in Crouch imgd K
(2006), a.o.

The generation architecture we propose is illustrated in Figure 2. First; an in
put corpus sentence is parsed and mapped to a flat semantic represeNat®
that the subject of the passive f-structure is mapped to a “semantic objabg in
meaning representation. In the reverse mapping from meaning reptasetda
f-structures, the generator produces an f-structure chart thadlelsetbe original
f-structure, realises its meaning-equivalent syntactic paraphrages,oice alter-
nations. This f-structure chart is then mapped to all its correspondifacsusen-
tences by means of the standard XLE generator. Finally, a ranking meldets
the most appropriate surface realisation.

Thus, our surface realisation testing architecture is very similar to Cahill et a
(2007). We just extend their generation pipeline by intermediate stepstbéfur

40ne reason for the lack of comparable tools for surface realisation ia¢kef standardised
resources annotated with semantic representations. Bohnet et &) (284ent statistical generation
experiments on the CoNLL'09 data which integrates semantic annotat@mndfropBank. However,
they face the problem that this semantic annotation is far from completéhéeelations between
certain words are missing (e.g. adjectival modifiers). As a solutiohnBbet al. (2010) add the
missing semantic relations based on some handcrafted rules and théyingdeependency tree
which results in semantic representations very similar to syntactic repatises.
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‘Tom was discovered by Chomsky.’
1 XLE parsing
Original F-structure:
PRED ‘discover< (1 SUBJ)(] OBL-AG) >’ ]

PRED ’'Tom’
SUBJ NTYPE proper-name| _
PERS 3 /
OBLAG PRED Chomsfy/ } -

TOPIC [Tom’|- - ~
VTYPE main
PASSIVE +

! transfer meaning
construction

HEAD (discover)
PAST (discover)

ROLE (sem-subj,discover,Chomsky)
ROLE (sem-obj,discover,Tom)

1 reverse transfer
mapping

Output F-structure Chart:

[ PRED ‘discover< (T SUBJ(T OBJ) >’ T
SUBJ [ PRED ’Chomsky |
| OB | PRED 'Tom |

SUBJ [ PRED 'Tom |
| OBL-AG [ PRED 'Chomsky ]

PRED  ’discover< (1 SUBJ( OBL-AG) >’ ]

i} XLE generation
“Tom was discovered by Chomsky.”
“Chomsky discovered Tom.”
1 surface realisation
ranking
“Tom was discovered by Chomsky.”

Figure 2: Generation via meaning representations

analysis, followed by generation of a broader f-structure (chartesgmtation,
such that we do not directly regenerate from an f-structure obtairreal dorpus
sentence. This work focuses on the added intermediate steps in the testiingepip
i.e. the bidirectional mapping between f-structures and a more abstracingean
representation. We leave examination of the final realisation ranking in thie ne
setting for future work.

By using the XLE grammar-based generator in our architecture, we me&e su
that the final output of the generation system (if there is one) is a grammatical
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sentence. However, it is important to note that in the additional generatipn ste
from semantics to f-structure (charts), the wellformedness of the traogfput

is not guaranteed or checked since the transfer rules can proditargrsets of
f-structure terms as output. We use the grammar-based generator aq siffiltier

to Crouch et al. (2004)) that only maps those f-structures to surfaterseses that
correspond to the definition of the underlying grammar.

4 A Meaning Representation for Surface Realisation

The standard meaning construction approach for the ParGram LFG granmaa
plemented in the XLE framework is the transfer semantics system developed by
Crouch and King (2006). It has been ported to German by Zarrie®@§200e sys-

tem exploits the XLE transfer module to map LFG f-structures to shallow meaning
representations on the basis of an ordered list of term-rewrite rulesslsdttion,

we will discuss the design of the representation and its usefulness feragiem.

In the next section, we will discuss the technical aspects of reversingldeefor
generation.

4.1 Normalising Paraphrases

The main purpose that a meaning representation for surface realisaties &seto
normalise the analyses of truth-conditionally equivalent syntactic strisctassthe
result of this normalisation, syntactic alternations get assigned an identieal me
ing representation. In the generation step, the surface realiser will therihma
meaning representation to all its possible syntactic alternations.

The semantic representation we want to generate from was originally ddsign
for a textual entailment application (Crouch and King, 2006). To capt@eth
tailment relation between, e.g., active and passive realisations of a vertepgh
resentation assigns a uniform analysis to these alternations. As an ex#mple,
sentences in (6-a) and (6-b) would both be assigned the meaningeagaté in
(6-c). The subject of the active and the oblique agent of the passiteave both
normalised to a “semantic subject”. Such a normalised meaning representation is
exactly what we need in generation.

(6) a. Peter saw Mary.
b. Mary was seen by Peter.
c.

HEAD (see)

PAST(see)

ROLE (sem subj , see, Peter)
ROLE (sem obj , see, Mary)

The meaning construction mechanism from Crouch and King (2006) imple-
ments a number of further normalisation operations for other types of yasgs
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or alternations that are both interesting for entailment and surface realis@tie
implemented normalisations include the following:

()

4.2

a.

Attributive vs. predicative modifiers

(i) Peterreads a good book.

(i) Peter reads a book that is good.

Clefts

() Itis a book that Peter reads.

(i) Peter reads a book.

Genitives

(i)  the building’s shadow

(i) the shadow of the building
Nominalisations vs. verbal realisations

(i) Peter regrets the destruction of the city.
(i) Peter regrets that the city was destroyed.

Implicit Syntactic Information

An important aspect of the paraphrase normalisation is that many syntaxainte
features are removed from the meaning representation. In practicestituetures
that correspond to a certain pair of meaning-equivalent sentencesotivg and
passive alternations, do not only differ in their argument frame andvegesiture.
The f-structures usually also specify a lot of other, e.g. morphologieatufes of
the involved noun phrases and the verb that differ between the alteroatistruc-
tions. An example alternation pair and its corresponding f-structure pairga g

Table 1.
[ PRED  ‘sehen< (1 ..)(T ...) > |
PRED /Ton”{
SUBJ { CASE nom }
PRED ’'Mari¢/
©BJ { CASE acc
Tom siehtMatrie. CHECK | AUX-SELECT ’haben |
TOPIC [ 'Tom |
TomseesMary. | PASS - _
[ PRED 'sehen< (1 ..)(1 ...) >’ i
PRED ’Marle'
SUBJ { CASE nom }
PRED 'Tom
OBL-AG {CASE dat
L AUX-SELECT ’seirt
Marleywrd von Tomgesehen. CHECK { PARTICIPLE  ’perfect }
Mary is by Tomseen. TOPIC [ 'Mari¢ ]
| PASS + ]

Table 1: F-structure pair for passive-active alternation
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For generation, it is important to remove these syntax-internal featucasige
they would implicitly disambiguate an abstract semantic representation of an al-
ternation. For instance, if the meaning representation would not unaddystie
case of a noun phrase, the surface realiser would have implicit syntafctiman
tion about the original sentence realisation.

In the LFG ParGram grammars, many of these syntax-internal feat@resmr
ventionally subsumed under the technically motivated CHECK-feature. Se the
can easily be detected and removed when constructing the semantic négtiese
In the mapping from semantics to f-structure, these features do not néed¢s
constructed since the XLE generator can deal with underspecifieddhstes (see
Section 5.1).

However, in certain problematic cases, the f-structures for an alterrjadion
contain implicit features that are not syntax-internal. As an example, antsie
sentence pair in Table 2. The analyses are produced by a German BREngr
whose lexicon does not have an entry for the proper ianthaga XLE provides
a “guessing” mechanism for unknown words. In this case, the Gernaanngar
has been set up to assume that unknown capitalized word forms are paopes,
leaving the gender and number feature unspecified (since there ger paImes
for all genders and in singular and plural — liReatle$.

As a consequence, the f-structure Karthagoin the passive sentence does
not have anum feature since the number of the noun cannot be inferred from the
syntax. By contrast, the f-structure fiarthagoin the active sentence does have
aNuM feature which comes from the inflectional morphology of the verb. So the
two sentences have different meaning representations (if the meanisigumion
takes number into account).

Such types of implicit information in the f-structure are not easy to deal with in
generation. First, itis difficult in practice to foresee such problems abdgithem
when they occur. Second, the XLE generator is very sensitive to shgimges in
the f-structure input. If the surface realiser were to addua feature to the f-
structure in the passive sentence in Table 2 (which may seem to be aakl@son
move), the generator would fail (because the structure that the grameignsas
to the sentence is no longer subsumed by the input representation). Cthéhe o
hand, one would drastically change the output of the surface realisatf@Ni/m
feature was generally underspecified (in this case, the generator pradldce the
singular and plural realisation for each noun phrase in a given inputiéture)?

While the above type of grammar-internal, implicit information may suggest
we are dealing with more of a technical than a principled problem, similar céses o
indirect disambiguation of a meaning representatiomccur in situations that are

5This problem with syntax-internal, atomic features has also been notectinagtplications, e.g.
Machine Translation. Graham (2010) reports drastically varying pedace of their MT system
depending on the quality of atomic feature translation. She also reportgrémamar coverage of
the generator varies between 12% and 41% depending only on the trangladility of the atomic
features. This corroborates the aforementioned claim that gramesaedigenerators can be hard to
use in external applications.
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[ PRED ’erobern< (T ..)(T..)>" ]
PRED 'Ronf
SuUBJ PERS 3
NUM sg
PRED ’Karthagd
Rom wurdevon Karthagoerobert. OBLac [ PERS 3 J ]
Romewas by Carthageconquered. | PASS + ]

[ PRED ’erobern< (T ..)(1 ...)>" ]

PRED ’Karthagd
SUBJ PERS 3

NUM sg

PRED ’'Romf
Karthagoeroberte Rom. 0oBJ PERS 3

NUM  sg
Carthageconqueredkome. | PASS -

Table 2: F-structure pair for passive-active alternation: the featardsarthago
are asymmetric

fully motivated linguistically. These structures need to be addressed in thengea
construction. For (8-a), the normalised meaning representation (8kgigs im-
plicit information that its original sentence must have been realised in aciive.v
This is because the subject of the sentence is the generic prorewhich cannot
be used as an oblique agent in a prepositional phrase, i.e., (8-c) mnumgtical.
Thus, if the realiser derives an f-structure where the generic proisaealised as
the oblique agent, the grammar-based generator rules will not produaéaaes
sentence for this input.

(8) a. ManhatMariaim Parkgesehen.
One hasMary in the park seen.
b.

HEAD ( see)

PAST(see)

ROLE (sem subj , sehen, man)
ROLE (sem obj , sehen, Mari a)

c. *Mariawurdevonmanim  Parkgesehen.
Mary was by one intheparkseen.

d. Mariawurdevonjemandenim  Parkgesehen.
Mary was by somebodyin theparkseen.

In order to be able to generate a passive paraphrase from Seneagele
meaning representation would have to abstract away from the lexicaktezlief
the pronoun such that the generator could realise the subject as arifieonoun,
e.g.jemand(somebody as in (8-d). As a consequence, the surface realisation step
would be extended from word order and structural choice to lexicatehahich
is usually considered as a separate step of generation (Bateman an@@agk

A similar and very frequent type of implicit syntactic information occurs in
coordinated sentences. For instance, in sentence (9), the noue pbnas the
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subject of two verb phrases. At the moment, the meaning representatips kee
the information about the lexical identity of the two subjects in a lexical index
(marked as integers in (9-b)). If the generator “knows” that the twgestidh have

to be realised by the same noun phrase, it cannot produce a passipbnaae for

one of the verb phrases due to syntactic constraints. However, if weletehe
representation as even more abstract and allow the realiser to generat®arp

for Tomin one of the verb phrases (such as in (9-c)), we introduce a completely
new type of generation problem (i.e. the generation of referring egimes) into

our system.

9) a. TomsiehtMarie undschenkthr einenApfel.
TomseesMarieandgives heran apple.

HEAD ( sehen)

ROLE (sem subj , sehen, Tom 1)
ROLE (sem obj , sehen, Mari e: 2)
ROLE (sem subj , schenken, Tom 1)
ROLE (sem obj , schenken, Apf el : 3)
ROLE (reci pi ent, schenken, si e: 4)

c. Mariewurdevon Tom gesehemindbekamvonihm einenApfel geschenkt.
Mariewas by Tomseen andgot by himan applegiven.

Finally, the type of implicit syntactic information that needs to be added or
removed in paraphrase normalisation is also dependent on the complexiy of th
underlying alternation. For instance, the meaning representation normaliaes
tive clauses and deverbal attributive adjuncts, such as (10-a-l)e\éo, the non-
finite verb in (10-a) does not carry any tense information whereas tie ¥ierb
in (10-b-c) does. Thus, in order to generate a relative clause pasapfor (10-a),
the meaning construction needs to include rules that infer the tertsegtfing

(20) a. Peter saw a laughing girl.
b. Peter saw a girl who was laughing.
C.

HEAD (see)

PAST(see)

PAST (| augh)

ROLE (sem subj, see, Peter)
ROLE(senm obj, see,girl)
ROLE (sem subj, | augh, girl)

All these examples show that the boundaries between lexicalisation, grammati-
calisation and surface realisation in generation get blurred rather guiidikhg, the
design decisions made at the level of meaning representation will greatlgrinéu
the difficulty and the outcome of the final surface realisation task. Morgose
have seen that the meaning representations and the f-structures ehatjarna-
tion pair have to be carefully examined in a variety of syntactic contexts irr orde
to produce well-formed input for the grammar-based generator.
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5 Reversing Meaning Construction

This section addresses the issue of mapping meaning representatiorngiasetls

in Section 4 to f-structure chart representations from which the staxddEdjen-
erator is able to generate — given the fact that the XFR system is not directly
versible. We already mentioned the engineering advantage of re-usstm@x
resources as much as possible — in particular in view of the multilingual setting
of ParGram, which will make it relatively easy to port solutions to other lan-
guages. Hence, our approach is to develop XFR rules for the badkwnepping
from meaning representations to f-structures that draw upon the fdmapping
rules as much as possidldn Section 5.1, we show that if the meaning construc-
tion is restricted to a specific type of normalisation rules and if the generation of
syntax-internal features is left to the grammar-based generator, grsedvansfer
grammar can be easily derived.

A second important issue raised by our surface realisation architecttire is
computational complexity and runtime performance of generation. Thedtsteu
output produced by a reverse meaning construction is formally more complex
than the f-structures that have been used in surface realisation experisoear:
whereas Cahill et al. (2007) generate from single f-structures tpa¢sent one
possible analysis of a sentence, we will generate from f-structurdscivich
represent all the possible realisations of a syntactic alternation. Marabeef-
structures used by Cahill et al. (2007) are almost completely specifiedhig.,
contain all the syntax-internal features needed by the grammar. In sey asal-
ready mentioned in Section 4, the f-structures will necessarily by unelafisal
to a certain degree since not all syntax-internal features can antideuecon-
structed from the meaning representation. These properties of thefustrinput
will have a noticeable effect on generation performance, which we wiudisin
Section 5.2.

5.1 Transfer Rulesand Bidirectionality

The XFR term rewrite system has been used in a variety of system contexts:
structure based machine translation (Riezler and Maxwell, 2006), sentemne
densation (Crouch et al., 2004), and textual entailment oriented shallonimgea
construction (Crouch and King, 2006). See Crouch et al. (20043 fdetailed
illustration of the XFR system.

According to Emele et al. (1996), term rewrite rules can be defined asvillo

(11)  a. (LHS Set#(LHS Conds < (RHS Set#(RHS Conds
b. (LHS Set)#(LHS Conds — (RHS Seét

5As an alternative option, one could consider a system that automaticalhs |8 mapping
between these structures, in the style of Bohnet et al. (2010). Howeedeel that such a purely
statistical approach ignores much of the implicit knowledge given in thedia meaning construc-
tion grammar and that it risks producing output incompatible with the XLEegsor.
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c. (LHS Set) — (RHS Sét#(RHS Conds

The most general definition in (11-a) specifies a transfer rule as a diidinal
rewrite relation between a set of left hand side terms and a set of rigttdida
terms. The rewrite can be conditioned on a set of terms on both sides ofi¢he ru
The corresponding unidirectional rule definitions are given in (1)-brca unidi-
rectional transfer rule, only one rule side can have rewrite conditions.

The XFR system represents an f-structure internally as a set of twe-plac
terms/ By this means, one can formulate rewrite rules on f-structures that perfor
arbitrary lexical and structural transformations. An example rewrite rg&en in
(12). The sample rule applies to f-structures that hawvessivEandvTYPE fea-
ture as well as an oblique agent, mapping the oblique agent to a “logicatBubje
(i.e., using the f-structure of active clauses as the prototypical rayietm).

(12)  +VTYPE%V, %%), +PASSIVE%V, +), OBL-AG %V, %LogicalSUB)
==> SUBJ %V, %LogicalSUBJ.

As a unidirectional system, the XFR syntax allows conditions only on the left
hand side of rules. Other transfer systems, such as Emele et al. (1866)He
Verbmobil project, implement a bidirectional syntax for rewrite rules. Hawev
Emele et al. (1996) also mention that the implementation of a bidirectional transfer
grammar is difficult in the case of large sets of rules. They report thairanttbnal
rules are more effective in practice since the grammar writer does notth&eep
track of the bidirectional rule conditions.

In the case of meaning construction, it would presumably be even more diffi-
cult to specify bidirectional rewrite rules than for machine translation. @asan
is that the meaning construction deletes a lot of syntax-internal featunestfre
f-structure, e.g.CASE, PERS or TOPIC (see the discussion on syntax-internal fea-
tures in Section 4). An example for such a deletion rule is given in (13).rilee
simply deletes evergAsEe feature from its input.

(13) CASE%%,%%) ==> 0.

A bidirectional version of the deletion rule in (13) would have to be much
more elaborate since it would need to specify exactly the contexts in whiglsa
feature appears in an f-structure (essentially duplicating constraimsfi®gram-
mar and the lexicon). Similarly, when we want to reverse unidirectional mganin
construction rules at a fully general level, we cannot expect to find tometic
procedure that uses only the information in the forward rules.

"The term’s name represents the f-structure attribute; the first arguméme f-structure un-
der which the attribute is embedded (where f-structures are refetdayceariables var(0), var(1),
.., which have a fixed reference for the full analysis); the secagdnaent is the attribute
value, either an atomic value (e.gcASE(var (1), acc)), or an embedded f-structure node
oBJ var (0), var (1)). The rule syntax for terms to be rewritten vs. conditions is as follows:
A prefixed+ on left hand rule side turns a term into a (positive) condition, which is neswmed
during rule application. Identifiers starting with a % are variables.
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Instead of deriving the formally exact reverse counterpart of the mgaon-
struction transfer, we opt for an approximate transfer reversal. Weotlmeed
to generate full-fledged f-structures from the meaning representatmasibe the
XLE generator can handle underspecified input (Crouch et al., 20@will use
the appropriate constraints from the grammar and lexicon to navigate thee @pac
possibilities. By allowing the generator to addsEe features with arbitrary values,
it can essentially follow the exact grammatical and lexical restrictions on this fe
ture. We thus avoid a redundant (and presumably error-prone) dtiphioof this
knowledge in the backward rewrite rules.

Leaving the generation of syntax-internal features to the generataetiezal
problem of reversing normalisation transfer rules is substantially simplifisdrA
example, consider the three rules (14). This is a typical rule set for tisatian:
several sets of left hand terms, which correspond to meaning-equivsyletactic
structures, are mapped to an identical set of right hand terms. The natioalis
rules in (14-a-b) are conditionned on the syntax-intemalsivefeature (in (14-a)
it has to have the value, in (14-b) the valuet). After normalisation, the syntax-
internal feature is deleted in (14-c).

(14) a. +PASSIVE%V,—), SUBI%V, %SUBJ
—=> AGENT%V, %SUBJ).
b. +PASSIVE%V, +), OBL-AG %V, %SUBJ
—==> AGENT %V, %SUBJ).
c. PASSIVE%%,%%) ==> 0.

Given that we do not need to reconstruct the syntax-internal featuriee
mapping from semantics to f-structure, one can straightforwardly damegerse
version of the transfer rule sequence in (14), which is given in (15) Jet of
terms corresponding to the normalised partial meaning representation isadigtion
mapped to all its possible syntactic realisations (the> operator stands for op-
tional rewrite). The deletion rule in (14-c) and the rule conditions in (1)-ean
be ignored.

(15) a. AGENT%V,%SUBJ ?=> SUBJI%V, %SUBJ
b. AGENT%V,%SUBJ ?=> OBL-AG %V, %SUBJ

Of course, in the general case, the transfer rules used for meamistyuciion
from f-structures are not constrained to the format exemplified in (14¢.gram-
mar implemented by Crouch and King (2006) is actually far more complex and
notably integrates recursive rules that rearrange the embeddingsfedttiaeture
nodes. However, for our current work we can restrict attention to the ¢of sim-
ple normalisation rules, essentially a subset of the rules used by Croddfiram
(2006)8

8We also implemented inspection tools for keeping track of the flow of infiamaluring term
rewrite transfer, in order to isolate the relevant rules quickly.
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5.2 F-Structure Chartsin Transfer and Generation

Having discussed a way of constraining transfer rules for easysayave show
in this section that we need even stricter constraints on the transfer ruledein o
to keep the generation feasible with respect to performance.

In the reverse mapping from meaning construction to f-structure, nothiag g
antees that we actually generate an f-structure that is within the covdragé/en
LFG grammar. In our generation architecture (Figure 2), we rely on ttteHlat
the XLE generator will select from the chart those f-structures that gomith
the grammar specification. However, if the generator has to deal withdtsteu
charts that comprise a huge number of f-structures that cannot beatgh&om,
it will often time out or fail.

By way of illustration, we contrast generation from an identical meaning rep
resentation based on two different reverse transfer grammars thertatgeactive
and passive alternations for transitive and ditransitive verbs.

Our meaning representation here is simply an f-structure that abstrautikeo
voice of the verb, i.e. predicate arguments are mapped to semantic rolggmsand
sive and verb morphology features are deleted from the f-structueemling on
the formulation of the normalisation rules, the reverse generation rules ney-po
tially look very different. In (16) and (17), we present excerpts fitra transfer
grammars that perform the same f-structure mappings in different wagstrdns-
fer grammar in (16) incorporates a notion of argument frames: the semalatic r
are not mapped to syntactic roles independent of each other. Therpaamse
grammar in (17) on the other haddesemploy an independent mapping rule for
each semantic role.

(16) a. AGENT%V,%Agen), THEME%V, %Theme,
RECIPIENT %V, %Recipieny
7=> SUBJ%V, %Agen}, OBJ %V, %Theme,
OBJ-TH%V, %Recipient.

b. AGENT%V, %Agen), THEME%V, % Themg,

RECIPIENT %V, %Recipien}
?7=> OBL-AG %V, %Agen), SUBJI%V, %Theme,
OBJ-TH%V, %Recipient.

®Note that in German, there are two types of passive that a ditransitibeceer undergo: (1)
regular passive, turning the direct object into the passive subjec{2abdkommeipassive, turning
the indirect object into the passive subject. In the latter case, the passivastructed with the
special auxiliarjpekommeflit. “get”); see Example (i).

(@) a. Die Frau schenktMaria einBuch.
Thewoman.NOMgives Maria.DATa book.ACC.
b. EinBuch wird Maria vonderFrau geschenkt.
A book.NOMis Maria.DAT by thewomangiven.
c. Maria bekommtein Buch vonderFrau geschenkt.

Maria.NOM gets a book.NOMby thewomangiven.
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17) AGENT %V, %Agen) 7=> SUBJ%V, %Agen).
AGENT %V, % Agent) 7=> OBL-AG %V, % AG)
THEME %V, %Theme ?=> OBJY %V, %Thems.

THEME%V, %Theme ?=> SUBJ %V, %Theme.

00 Tow

Grammar (16) will mostly produce f-structures that are well-formed and that
can be generated from, whereas grammar (17) will produce a lot ofidtates
that are not compatible with LFG assumptions or specific grammatical/lexical con-
straints, e.g., f-structures with two subjects or without a subject. In thesfimtglce
realisation, these f-structures will not produce any surface senteaaever they
substantially slow down the generation process.

For our generation experiment, we considered a set of 156 Germamsesnte
extracted from the HGC, a huge German corpus of newspapéftexifable 3, we
report generation performance based on two different inputs foutffece realiser,
one that was produced by means of the naive transfer rules in (1 pramthat
was produced by means of the lingustically informed rules in (16). The timeout
parameter was set to 500 seconds. As can be seen, the generatireeesily deal
with the f-structure chart input that contains a lot of illformed structuremles
out in 30% of the cases and the average generation time is dramatically ettreas
compared to generation from mostly well-formed input.

# f-structures| avg. generation time (excl. timeouts)# timeouts
Naive Rules 156 246.14 (110.68) 53
Informed Rules 156 36.20 (27.04) 3

Table 3: Generation performance depending on the transfer rulegdidaiged the
f-structure input

These results add an important aspect to the discussion about tranasfenay re-
versibility in Section 5.1. Even if we had a method that could automatically reverse
any given transfer grammar, the f-structure charts produced byebatse gram-
mar would not necessarily be usable in generation experiments on actpakco
sentences.

Moreover, in Table 4, we compare the number of surface realisationarhat
produced in generation from meaning representations and generatinrugual
f-structures. In both cases, the total average of surface realisatiogry high due
to some very long sentences in our test set. If we compare the numbeliof rea
sations sentence-wise, the picture is more realistic: In generation fromingean
representations that abstract from the voice of a verb, the numbealifations
increases by a factor of 2.8 on average. However, in 40% of the sEstethe
number of surface realisations did not increase at all, i.e. no alternatoitd loe

10All contain a ditransitive verb that instantiates its three arguments, such shauld generally
be possible to generate several voice alternations. We did not includielspées for specific con-
structions like coordinations or generic pronouns (see Section 4),teathin these contexts, the
grammar will rule out the automatically generated alternations.
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generated. This suggests that a more abstract meaning representatizcjased
in Section 4) would have a huge impact on the surface realisation output.

Avg. number of realisations for semantic inpu25092.16
Avg. number of realisations for syntactic inputl4168.57

Avg. increase of realisations per sentence 284%
Sentences with no increase in realisations 64
Total number of sentences 156

Table 4: Number of surface realisations produced in generation fromingeeep-
resentations

6 Conclusion

In Sections 1 and 2, we outlined the two main motivations for implementing an
LFG-based surface realisation system that generates syntactic altesriation
meaning representations. First, this generation architecture providasieviiork

for studying the interplay of multiple soft constraints on the basis of complex co
pus data, taking advantage of high-quality linguistic grammars that havel broa
coverage at the same time. Hence, a topic of great theoretical linguistic tnteres
can be addressed from a computational perspective. Second, tkisasgdemon-
strated the usability of the grammar-based XLE generator in a setting where the
(underspecified) input representation is not directly produced byrtmargar, thus
taking a first step towards making the generator applicable in a wider r&nge o
natural language generation domains.

In light of the discussions and experiments presented in this paper, we can
conclude that our architecture is definitely suited for carrying out taddetguistic
studies of a well-delimited set of syntactic alternations. For instance, with the
help of our system, it is possible to do large-scale surface realisatiomnirguets
focussing on specific phenomena, comparing them to the smaller-scale amd mo
controlled experiments in theoretical linguistic research, e.g. by Bregnah e
(2007). It is also possible to empirically study the complex interaction of two or
three factors known to play a role in surface realisation, e.g., word,oriee and
discourse status of argument phrases.

In addition, Section 4 on the design of the meaning representation showed tha
by doing actual surface realisation studies, it is more likely that residusdsssith
a particular level of abstraction chosen as the input representation vidtologht
to our attention. An example is the implicit exclusion of a passive realization due
to a particular lexical choice for the agent argument, or the question whathet
a tense feature is included in the abstract input representation.

Concerning the second motivation, our conclusion is more cautious. tioSec
4 and 5, we have seen several difficulties with the mapping between a (more o
less) grammar-external meaning representation and an f-structuretinpoan be
dealt with by the XLE generator. The main problems are that (a) the gené&ato
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very sensitive to slight changes in the f-structure input and the uretgfigation
mechanism does not always remedy this problem, and (b) the genenmator naed

to filter illformed f-structures. However, if the input contains a massive rarmb
of illformed structures, the performance decreases dramatically. In #desafa
well-delimited linguistic studies, both of these rather technical problems can be
addressed through careful manual design of the transfer rules tipabetaeen
semantics and f-structure. However, interfacing the grammar-basedag@nwith

an arbitrary semantic representation seems to require a more elaboratigane
architecture.
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