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Abstract

This article discusses control of adjunct participle césigi New Testament
Greek. | present data from two corpus studies which showthiggphenom-
ena cannot be dealt with in a subsumption approach to coningtead |
argue for a c-structure based approach to constrainingaprgtaining the
classical equality at f-structure but imposing lineaii@atconstraints on the
overt realization of the shared argument. | discuss theaciaristics of ad-
junct participle control and how it differs from complemeaintrol, arguing
that we might need different approaches to the two phenomena

1 Introduction

Many syntactic relations are asymmetric and among thedsastlae relation be-
tween controller and controllee. In derivational framekgyisyntactic asymmetries
are typically captured by c-command constraints ensutiagdontrollers outrank
a coindexed PRO, or that moved constituents outrank tregesr (given the exis-
tence of raising but not lowering rules).

In contrast, LFG and other non-derivational frameworksdgily model struc-
ture sharing using the equality relation, which is symneatri Asymmetry is in-
stead ensured by c-structural mechanisms, such as cedirolpically non-finite,
clauses being of category VP rather than S (or IP) and therefot allowing an
overt realization of the controlled subject.

The recent surge of interest in so-called ‘backward confsele e.g. Polinksy
and Potsdam, 2002; Potsdam, 2009) has shown that controhémollee relations
do not always exhibit the expected asymmetry. Although &wdixcontrol, where a
structurally higher clause contains the overt controielearly the most wide-
spread, ‘unmarked’ case in the world’s languages, theresaveral languages
which appear to attest backward control, where the coetrajppears overtly in the
embedded clause and controls an empty position in the staligt more prominent
clause. The two possibilities are illustrated schemadyic¢al(1) (from Sells 2006):

Q) a. Kim; hopes A; to be singing]. (forward)
b. A; hopes [Kim to be singing]. (backward)

If information flows freely between the two subject posisoat f-structure, c-
structure must determine where the subject actually app€aonsider the phrase
structure in (2).

T thank Miriam Butt, Mary Dalrymple, Tracy Holloway King antbhn Maxwell for comments
and discussion.
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If we suppress NP (by making the embedded clause a VP) we get a forward con-
struction and if we suppress NWe get a backward construction — but as pointed
out by Sells (2006), it is not clear that vean suppress NPin a natural way.

However, there is a very natural way of modelling asymmatiformation
flow at f-structure, namely by using subsumption rather thaumality, as explored
e.g. by Zaenen and Kaplan (2002, 2003) and Sells (2006). r&gnspeaking,
subsumption allows us to constrain the directionality &dimation flow through f-
structures: if f-structurésubsumes f-structuig then all the information presentin
fis also present ig, but not vice versa.Using the subsumption mechanism, then,
languages (or even invididual predicates) can force botkveard and forward
control on the level of f-structure, depending on the cdrdguations:

3) a. 7T suBJLC T xcomp suBJenforces forward control
b. 1 suBJsdt xcomp suJenforces backward control

Although Zaenen and Kaplan (2002, 2003) argue that equedityer than sub-
sumption is the correct analysis for some structure shafr@nomena, they raise
the question ‘whether subsumption might not be the defaajt o model relations
between f-structures where one f-commands the other's §406) takes this fur-
ther and argues that subsumption might be removed from tthenggn Universal
Grammar altogether.

The literature on subsumption and control in LFG has so faused exclu-
sively on structure sharing in complementation and itsraution with topicaliza-
tion. In this paper | take a closer look at control into adjuclauses in Ancient
Greek and show that a subsumption theory cannot handle ¢te fand that a c-
structure solution, based on precedence relations rdihardategory differences,
iS more appropriate.

In section 4 we then review the earlier evidence for a subsiomppproach. If
subsumption is sometimes needed, the question arises @gaabses subsumption-
based control from linearization-based control. We suigtpes there might be two
different classes of structure sharing phenomena, whighihwarrant separate
treatments.

1See Zaenen and Kaplan (2003) for a formal definition of sulpsiom.



2 The Greek data

2.1 Ancient Greek participles

Ancient Greek (AG] is a ‘free word order’ language, where all permutations of
the major constituents are found with some frequency, anasgls can be discon-
tinuous. The word order is obviously influenced by inforraatstructure, and the
syntactic function of phrases is indicated by case. Alttatigre is no worked out
formal grammar of AG, it is the kind of language that wouldmeae lend itself
well to a constructive case analysis (Nordlinger, 1998).

In this paper we will focus on control of participles. AG peigtles can be used
as attributesthe running boy, heads in argument positiothé running (oneg)
complementsgtop running and as free adjuncts. The latter come in two types,
absolute participles (4), which have their own subject tiesd not be coreferent
with a matrix argumertt,and conjunct participles (5)-(6), whose subject is also a
matrix argument,

(4) hauté apographé egeneto proté
thiSNOM.SG.F taxingNOM.SG.F happenedFV.PST.3s firstNOM.SG.F
h&gemoneuontos tés Surias
governiPFV.PTCRGEN.SG.M DEF.GEN.SG.F SyriaGEN.SG.F
Kur éniou.

CyreniusGEN.SG.M
‘This taxing was first made when Cyreniwgs governingsyria.” (LK. 2:2)

(5) hoi andres hoi sunekhontes
DEF.NOM.PL MeNNOM.PL DEF.NOM.PL guardiPFV.PTCRNOM.PL
auton enepaizon autoi derontes

him.Acc.sG mockPST.IPFV.3P him.DAT.SG flog.IPFV.PTCRNOM.PL
‘The men guarding him were mocking hirfilggging (him).’ (Lk. 22:63)

(6) exelthonti de autdi epitén
walk outIPFV.PTCPDAT.SG buthim.DAT.SG on DEF.ACC.SG
gén hupéntésen anér tis

earthACC.SG meetPST.PFV.3S manNOM.SG SOMENOM.SG
‘As he steppedhshore, a man met him’ (Lk. 8:27)

2As will become clear, this paper uses evidence from New Testa Greek and it is debatable
whether that constitutes Ancient Greek. But NT Greek do¢s@em to differ from Classical Greek
in its participle system, so | will just refer to the languageAG.

3In the c-structures in this paper, | will nevertheless puttional annotations about grammatical
functions on phrasal nodes, as if they were contributed &g tbtructure. This makes the trees easier
to read and grammatical function assignment is in any calseamtral to the paper.

“*In fact, most standard grammars claim that the subject aflatesparticiplesannotbe corefer-
ent with a matrix argument although it is well known that thare exceptions to this which are not
understood.

The glossing in the examples follows the Leipzig standaud,nhay omit unimportant details.
Participles and their English translations are italiciaed their subjects are bold-face.



As the examples show, absolute participles get genitive aad so do their sub-
jects. Conjunct participles, on the other hand, agree ie gdth their subjects,
which in turn are assigned case in the matrix clause. By famtlost common
case is that participle’s subject is also the matrix sulgect thus gets nominative
case, but as (6) shows, control by elements with other grdioahdunctions (at
leastoBiandoBy) is possible. For absolute participles the control issuéaisly
does not arise.

| have argued elsewhere (Bary and Haug, 2011; Haug, fortimgprthat free
adjunct participles have three different functions whiek distinguished at c-
structure, although the string is often ambiguod&ame participles appear in
the specifier of the matrix’3 refer to events that have been previously mentioned
or are easily inferrable and serve to locate the matrix el@ausime: they are often
translated with adverbial clauses, but also by frontegadjuncts. Independent
rheme participles are adjoined to the matrix S, refer to new infation events,
often ones that ‘lead up to’ the matrix event, but are othssvimformation struc-
turally on a par with it: they are typically translated with@rdinated main clause.
Elaboration participles appear inside the matrix S and typically expmasnner,
instrument or accompanying circumstances: they are the st likely to be
translated with aing-adjunct in English.

A sentence-initial participle will be ambiguous betweempacs$ position and
an adjunction to S: if there is no material following that makearly be outside
the matrix, the participle could even be inside the matrig/y (from Lk. 10:41) is
just such an ambiguous example, and (8)-(10) show the pesailalyses and the
translations they imply.

(7 apokritheis de eipen autéi  ho kurios
answelrFV.PTCRNOM butsaidPST.PFV.3s herDAT the lordNOM
(8) ‘When the Lordansweredhe said’ )
S Sn
—
apokritheis

eipen de autéi ho kurios

®In order not to preempt a category-based approach to comiehssume here that all verbs,
finite and non-finite, project S; but only finite verbs projéct



(9)  ‘The Lordansweredand said’ )

S
S Sn
A
apokritheis - _ :
eipen de autéi ho kurios
(10)  ‘The Lord saidn answet s’

|
Sn

S eipen de autéi ho kurios
T~

apokritheis

Let us note in passing that the independent rheme analyss ¢at because inde-
pendent rhemes seem always to denote sequential eveniswiaild imply that
the Lord first answered and then said. The analyses as frathelaooration are
both possible, but as we will see, the control facts suppertinalysis in (10).

Finally, notice that independent rheme participles canstecked’, i.e. there
can be several of them, typically describing events leadimgo the event of the
matrix clause, in what we will refer to as a ‘serial constimet, e.g. in (11).

(11) drambn de tis kai gemisas
runningPFV.PTCRNOM but someNom andfilling. PFV.PTCRNOM
spoggon  oxous peritheis kalamoi
SpongeAcc vinegarGEN puttingPFV.PTCRNOM StiCk DAT
epotizen auton legbn:
give-to-drinkPST.IPFV.3s him.ACC sayingIPFV.PTCRNOM
Someoneaan andfilled a sponge with sour wing@utit on a stick, and gave
him a drink, saying ... (Mk. 15:36)

2.2 Control and phrase structure

The subject of AG patrticiples is functionally controlled, witnessed among other
things by long-distance agreement in case (Andrews, 1982).

(12) epitrepson moi  apelthonti thapsai
permitIMP.PFV.ACT MeDAT gO.PFV.PTCRDAT.SG buryINF.PFV
ton patera mou

DEF.ACC.SG fatheracc.sG my
‘Let me goand bury my father’ (Lk. 9:59)



The f- and c-structure of this example are given in (13) add. (1

(13) PRED ‘PERMIT<SUBJ, OBJ9,XCOMP>'
[PRED  ‘PRO|
SUBJ CASE NOM
PERSON 2
[PRED  ‘PRO]
OBY CASE DAT
PERSON 1
PRED ‘BURY<SUBJ, OB
suBl [ ]
PRED ‘FATHER’
0B CASE ACC
XCOMP L
PRED ‘GO AWAY<SU J>’
XADJ CASE DAT
suBd [ ]
ct P -
mL ]
(14)
Sn
\/ NP Sep
epitrepson  moi S S
V \/ NP

apelthonti  thapsai  ton patera mou

The dative case oapelthontiis due to subject-predicate agreement waitbi, indi-
cating that we have functional control.

From an f-structure information flow perspective, it wouddm natural to say
thatcAse andPrRED information flows from fn 0BY) to (c SuBJ to (p SUBJ), i.e.
from a position in the outer f-structura to positions in the embedded f-structures
candp, corresponding in effect to a chain of three c-commandimiesees §, S.
and S§. But as we saw in the introduction, nothing in LFG's tradit equality-
based structure sharing actually forces this directipnaliinformation flow. This
raises the question of how to deal with sentences like (15).



(15) egertheis de 16sph apo tou hupnou
wake upPFV.PTCRNOM butJosepmnom from DEF.GEN dreamGEN
epoiésen
did.PST.PFV.3s
‘When he woke up from the dream, Joseph did ...’

Herelosph which is the shared argument, seems to sit in the participlese,
since it appears between the participle and its governeabBRou hupnouThere
are in principle two ways we can deal with this in the c-stipbet either the shared
argument does in fact appear in the participle clause (¥6G word order is
free to the point that participles and their governing nxatoirm flat S-domains
(17). To deal with the freedom of word order implied by them®t option, we
would assume headless VPs, much like discontinuous NPsecdadit with using
headless NPS.

(16)
S
| € (I XADJ) T =1
S Y,
T =] 7tsuBi=] ToBL= -
Vv NP PP epoiésen
egertheis 6séph apo tou hupnou

17)

S

T

1 € (1 XADJ) tsuBJI= (txapge)=] 1T =J
VP NP VP VP
t =1 T =1 toBL=]  t =]
\% N PP \%
egertheis 16séph apo tou hupnou epoiésen

"However, when the discontinuous phrase has a non-argurnentidn as here, functional
uniqueness does not enforce identity of the f-projectiotwaf nodes with the same annotation.
For this reason, the constraint on the headless VP must fezatif (non-constructive rather than
constructive) than that on the VP containing the head.



Both these analyses are prone to over-generation in thaatlosv the shared argu-
ment to appear indiscriminately in the participle clausd #ne matrix, a problem
we will adress in section 2.4, but apart from that they makikisgly different pre-
dictions. (17) predicts that any matrix constituent caeriveéne between participle
clause constituents: there is nothing special about thredlzgument. (16), on the
other hand, predicts that are no clausal discontinuitizsefgt as may arise from
other processes such as unbounded dependencies).

2.3 First corpus study: projectivity across categories

To decide between these two hypotheses, we performed ascetpdy based on
the PROIEL corpus data on New Testament Gfe€kr the study, we selected the
four Gospels, which amount to 64529 words.

The PROIEL corpus is annotated with dependency structurdsttee anno-
tation is conservative, so shared arguments are condysteatle dependents of
the matrix in control structures. On the other hand, therobmelation is made
explicit through secondary edges, making it possible toraatically transform
the dependency structure to make the shared argument aeyiendthe participle
in the cases where it occurs adjacent to, or intermingleti, witaterial from the
participle clause.

For the first study, we converted the original dependenaycttres into c-
structures using a simple algorithm described in Haug (ROWe then counted
the projectivity of all branching phrasal nodés the c-structure data, sorting them
into three groups: continuous phrases, where no mateasligHunctionally de-
pendent on the head appears outside the functional headisephphrases with
long-distance dependencies, where material that is fumally dependent on the
head appears outside the functional head’s phrase, in-pdgfiheral position of
a finite clausal projection; and scrambled phrases, wheteriakthat is function-
ally dependent on the head appears outside the functioadlshghrase and not in
a left-peripheral position in a finite clausal projectiorar Free adjunct participles,
we did these counts both on phrase structures derived frewriinal dependency
tree and on those derived from the transformed dependesestr

8The corpus is browseable on http://foni.uio.no:3000, wheis also possible to download the
source files.

®Participle phrases with overtly realized subjects but m@otlependent were counted as branch-
ing, since they would potentially be branching in the transfed structure.

10The grammatical functions are similar to those used in LEGJ is calledxAbv andAuX is
used for words that do not contribute their omREDfeature.xsuB marks the external subject in a
control construction.



(18)

Root

Root

PRED PRED
epoiésen epoiésen
XADV o OBL XADV OBL
a. egertheis 16séph apo egertheis apo
XsUB OBL SUBJ fSUB OBL
hupnou Ic*)sép/)r/1 hupnou
AUX AUX

tou

tou

(18) shows the original (a.) and transformed (b.) dependares for (15). When
these dependency trees are transformed into c-structhmsyield (17) and (16)
respectively. Table 1 shows the projectivity data for theotes categories.

Type LDD Scrambling Projective
NP 42 210 5170
AdjP 4 44 337
Adv 2 12 222
PP 2 11 4423
finite S 27 6 9849
absolute ptcp. 0 0 166
conjunct ptcp. 3 48 1253
conjunct ptcp. (transformed) 0 0 1304

Table 1: Projectivity across categories

As these numbers show, it is not at all uncommon for lexicaapbs (headed by
N, Adj, Adv or in some instances even P) to show discontiasithat are not due
to unbounded dependencies. Finite clauses, on the othdr femely show such
discontinuitiest! The same holds for absolute participle clauses (i.e. thdtbean
internal subject), but conjunct participle clauses seebetdifferent — until, that is,
one considers the data from the transformed sentencesh atecall continuous.
This shows that in the 51 apparently discontinuous patégiprases, it is always
the participle’s subject which intrudes, as in (15). In otlverds, the predictions of
the internal-subject hypothesis are borne out, againsetbbthe free word order
hypothesis.

One is led, then, to the conclusion that AG has backward ebimtiparticiple

1The six apparent exceptions are in fact due to complex amtgins such as internally headed
relative clauses, where the automatic transformationefitpendency analysis produces a discon-
tinuous phrase, but other analyses are possible.



adjuncts. If we assume that participles project S, the idaks®quality-based anal-
ysis of functional control would predict random variatioatlween forward and
backward control, as information would flow in both direaso However, as it
turns out, the distribution is not at all random.

2.4 Second corpus study: the distribution of control types

To study the distribution of the control types, we again kdlat the phrase struc-
ture trees. As we saw in section 2.1, there are essentiake thbositions where
adjunct participles can occur: in the specifier 6f&ljoined to S, or inside the S.
Since it is not always possible to decide the actual positbrexample (7) and the
possible analyses in (8)-(10), we noted the highest pasaitdlysis, so the partici-
ple in (7) was counted as occurring in spéc,Sor participles that were adjoined
to S, we also noted whether they were left- or right-adjojremnt for S-internal
participles, we noted whether they were to the left or thbtraj their verbal head.

In addition, we noted the type of control relation, dividipgrticiples into six
categoriesambiguouscontrol are cases where the shared argument occurs at the
edge of the participle phrase, so that it could form a camestit with both the
participle and with the matrix, without giving rise to a distinuity. No controller
cases are the ones without an overt controller present isghtence Backward
control are the cases where the participle subject occtmgela constituents of the
participle clause; since the previous study had alreadyerttael backward control
analysis plausible, we slightly extended the definitionltm éhclude cases where
a forward control analysis would lead to discontinuity ofaination, such as
(29).

(29) ... prosdrandn heis kai gonupeésas
runPFV.PTCPNOM.SG 0neNOM.SG andkneelePFV.PTCRNOM.SG
auton epérodta auton

him.Acc.sG askedPFV.PST.3s him.ACC.SG
‘One man ran up to him, kneeled to him and asked him’ (Mk. 1D:17

If heisbelongs to the matrix, the coordination becomes discoatiau sopros-
dramdn was counted as backward controlled and correspondingigupegsas
was treated asompanion controlled meaning that its subject unambiguously
occurs inside anothetaDJ participle. It should be noted that discontinuous coor-
diations are possible, though marked, in AG, but in view efdipparent normality
of backward control, the analysis seems improbable herdelposition ofpros-
dramdn and heis were swappedprosdrandn would be counted as ambiguously
controlled, andjonupeésasas a case adimbiguous companioncontrol.

The results of the classification are seen in table 2. We wbsesignificantly
different distribution of backward and forward contrpl € 0.1 x 10~°, Fisher’s
exact test). The first impression is that backward contratiged to specifiers and
left-adjoined participles, except in (20).



Control type Spec. L-adj. S-int.(L) S-int.(R) R-ad,.
Ambiguous 366 39 1 22 90
No controller 285 50 1 12 110
Backward control 51 7 1 0 1
Forward control 8 10 11 18 129
Companion control 10 8 0 7 1
Ambig. comp. control 7 9 1 0 49

Table 2: Control type across positions

(20) ekraxen oun en tbi hierdi didaskon ho
shoutPsT.PFV.3s thenin the templeeachingPFV.PTCRNOM.SG DEF
|ésous kai legdn

JesusNoM.SG andsayingiPFV.PTCRNOM.SG
‘Then cried Jesus in the temple as taeight saying’ (John 7:28, King

James Version)

However, we see that this example is actually one which has beunted as back-
ward control because of the coordination. Given the lacktbéoexamples of
backward controlled participles in this position, it seeemsonable to analyse (20)
as a discontinuous coordination instead.

Forward control, on the other hand, appears to distribuée alv positions. But
as we noted above, the position assigned in the countingeisitihest possible:
a lower analysis is always possible, and in fact, from inSpemf the examples,
likely, although we will spare the reader the philologicatalls here.

The correct statement of the control facts, then, seems todbgarticiples in
the specifier of Sor left-adjoined to Shave backward control: and if there are
several such participles sharing the same argument, thecshegument appears
in the leftmost one. Right-adjoined participles, on theeothand, do not allow
backward control: their subject must appear in the matrixirfca left-adjoined
participle clause if there is one). Finally, participlesttlappear inside the matrix
clause (i.e. the manner adjuncts) do not allow backwardrobritrespective of
whether they appear to the left or the right of the matrix véitie situation can be
summarized on the basis of the tree in (21).



(21) g

N

S S
—_
v ptcp
S Sm Ss
—_ —_
Ve TS g, s e
thcp thcp

If all the participles in (21) are present, the shared argumaust be realized in
S;. If Sy is not present, it must be i SIf neither § or S, are present, the shared
argument must be in the matrix clause, since neitheSgor S5 allows backward
control.

3 Analysis

3.1 Subsumption

If we wanted to capture the set of facts discussed in the guevsection in a sub-
sumption based approach, a natural approach would be talesdike in (22) for
clause-internal participles and (23) for adjoined paptes.

22) S — S .V, XP*
1 € (1 xADJ) t=4 tGF=]

J SUBJO 1T GF

23) S — S S S S
le(xapy) 1= T=1 le(tXxAD))
| SUBJC 1 GF 1 SUBJO T GF

(22) says that the subject of the embedded S should be subswyrsEmeGF in
the matrix!? Conversely, (23) says that the subject of the left-adjoiSeshould
subsume some grammatical function in the adjoined-to S.

However, this approach runs into several problems. Firsipuld imply that
participles can have pro-dropped subjects. In the caseenthershared argument
is only implicit, completeness could only be guaranteedptional ( PRED =
‘PROJ) on the participle, since the information would otherwisat flow from the
matrix to the participle. This is not a serious problem, hesvesince it is certainly
possible, if not usual, to assume that participles havedpopped subjects.

2The range of possible grammatical functions might be lichiesuBJ, 0BJ andoBJ, but for
simplicity we use justGFin our rules in this and the next section.



A more serious problem is due to the rule in (23) being toollo€his means
it will not interact correctly with a rule which makes the peiple’s matrix a com-
plement clause, such as in (12) with the f-structure in (b8)h repeated here for
convenience. The clause structure is indicated by brackets

(24) [~ epitrepson moi [« [, apelthonti ]
permitIMP.PFV.ACT MeDAT QJOPFV.PTCRDAT.SG
thapsai ton patera mou] ]

buryINF.PFV DEF.ACC.SG fatheracc.sG my
‘Let me first go and bury my father’ (Lk. 9:59)

(25) PRED ‘PERMIT<SUBJ, OBL, XCOMP>’
[PRED  ‘PRO]
SUBJ CASE NOM
PERSON 2
[PRED  ‘PRO]
OBL CASE DAT
PERSON 1

PRED ‘BURY<SU&10 '
suBJ [ ]
PRED ‘FATHER
0B CASE ACC
XCOMP L
PRED ‘GOAmmv<s B»’
XADJ CASE DAT
suBlJ [ ]
mt c- -

In this case, the overt controller appearsrinand from there it can only flow te,
since the complement rule does not ‘know’ that there is anradjparticiple. But
given (23), information would not flow fromto p.

Another problem related to locality arises when there arliphei adjuncts, as
in (11). In this case, the shared argument should appeaeiteftimost clause,
which would be captured by (26).

(26) S — S S* S
J €1 XADJ et xapy  T=
lSUBJC T GF | SuBJOTGF

!

However, it is not obvious how to extend this approach to &amppearing in the
specifier position of 5 since it would require the rules for adjunction to S to be



different whenever there is a participle in spéc,S

Notice also that the intuitive appeal of the subsumptionraggh is weak in
the multiple adjunction cases: for an example like (11)eduires that informa-
tion flows from the first participle clause in the sequencehtomatrix and then
‘back again’ to the second participle clause. Although figs the right results
when there is no frame, it seems more reasonable to explimeaxikzation based
analysis, where the shared argument simply has to appdae firt S (not count-
ing clause-internal participles) in which it has a functidn the next section, we
develop such an analysis.

3.2 Alinearization based account

In a linearization-based account, we model the AG contikfthrough constraints
on the c-structural realization of shared arguments, rdtten constraints on the
information flow through the f-structure. Essentially weeddo ensure that only
the leftmost S in a serial construction can dominate a nodese-projection
is shared between several clauses. Intuitively, then, and& admits a shared
argument node if and only if its f-structure f-precedes datriictures containing
the f-structure of the shared argument in some grammaticakibn.

However, it is clear that when we talk about f-precedencatimis between
f-structures which share an argument function, we cannetausotion of f-pre-
cedence based on the all c-structure nodes correspondihg festructures (e.g.
Dalrymple 2001, p. 172): when the shared argument is ovegtllized in the c-
structure, there would be no precedence relation in suagtscdastead, we need
the edge-based f-precedence relation from Bresnan (200B5):

(27) F-structuref f-precedes f-structure (f <; g) iff the rightmost node in
¢~ 1(f) precedes the rightmost nodegdn! (g).

Under this definition of f-precedence, we can capture the é&@rol facts through
the rule in (28).

28) S — NP ,
1suBJ=| 1

@SHARED

. XP*
+ Ter=]

n <

@sHARED here refers to the template in (29).
(29) @sSHARED= (GF | ) £ 1

(Gr | ) is an inside-out functional uncertainty which matches asgrdicture in
which the shared argument has a grammatical function. erisiel scope of nega-
tion, it gets a universal interpretation (Crouch et al., 0G0 that the end effect
is that for all f-structures containing the shared argumiemiust be true that they
do not f-precede . This yields the desired effect: itself matcheqGF | ), but



trivially does not f-precede itself. All other f-structgreontaining] must have a
right edge to the right of the right edge pf since we use a notion of f-precedence
based on the right edge, unbounded dependencies, whicheaoaly discontinu-
ities allowed for clausal f-structures, do not affect th@récedence relations.

In (28), we marked only the subject NP with®ARED since that is the only
function shared arguments can have in the participle clasein the matrix,
other functions are possible and we need to mark those tdo@stHARED. This
of course creates a potential for unwanted interaction otitler sorts of structure-
sharing for which we might not want @1AREDto apply, especially, in our context,
the clause-internal participles: recall that these nelewdackward control. Go-
ing back to our example (7), we want to disallow the analyse@) and (9), as
these imply forward control of clause-external participiéjects; but we want to
allow (10), as the patrticiple is clause-internal on thislgsia, and therefore should
have forward control.

As the analysis stands, however, the subfeckurioswould be marked with
@sHARED, disallowing (10) because the patrticiple clause f-presdtie matrix.
We therefore need a featUEXTERNAL + to mark clause-external participles and
amend (29) to (3032

(30) @sHARED = (GF L) £s?1

< EXTERNAL=, +

In comparison with the subsumption approach, using lizaddn constraints does
away with the need to have optional pro-drop on participifesgeneralizes directly
to cases with multiple adjunction. Also, unlike a subsumptpproach, it does not
interfere with control in complementation, since it does alter the information
flow in the f-structure.

But how do we treat the clause-internal participles, whiekiem allow back-
ward control? In this case, a linearization approach is eoj attractive: we want
to prevent the shared argument from being realized in thenaticlause at all, so
we would have to supply some impossible constraints. Auwesiral analysis is
still possible, just as it is for English, if clause-interparticiples are of category
VP rather than S. Alternatively, we could use a subsumpbtased approach to
force forward control. Which analysis is appropriate dejsepartly on whether

13Note that (30) will not be interpreted in the intended way g XLE (beside the fact that XLE
does not implement f-precedence, only head precedence)nddgation will scope over the off-path
constraint, which means that the interpretation will bere® iather than the intended 1:

1 Vf((fGF) =] A(fEXTERNAL)=¢+) — f £ 1
2. Vf(fG6F) =1 — ((f EXTERNAL) #+ A f £ 1)

The polarity of theEXTERNAL constraint is easy to fix, but the intended scope-pfcannot be
expressed. From the perspective of theoretical LFG, botistcaints should be expressible and 1
would not seem to extend the complexity of the formalism @hihis already NP-complete). But
from a computational perspective, verifying 1 would inézef with the current implementation of
functional uncertainty and disjunction in the XLE and pbisincrease parsing time (John Maxwell,
personal communication).



subsumption (or VP constituents) are needed in other patteecAG gramma,
such as control into complements. But it also depends ontétessof subsump-
tion in the general framework, which of course depends onctbss-linguistic
evidence. In the next section, we briefly review the evidghathas been put for-
ward in support of subsumption and discuss what similaraied differences there
are compared to what we have observed in the Greek data.

4 Subsumption vs. linearization constraints

Although coming from a dead language, the data used in tipiergare in fact ex-
ceptionally clear compared to the data used in other disgmsof ‘non-standard’
structure sharing.

Zaenen and Kaplan (2003) discuss French. The central discugevolves
around the realization of the shared argument in objectreband raising. As
they note, however, the control cases could equally wellnadyaed as anaphoric
control, so let us focus on raising. The basic contrast iddllewing (examples
(59) and (60) in Zaenen and Kaplan 2003):

(32) Ce professeurusse queje crois sincéremenpersuadédedevoir
this professor Russiarthatl believesincerely convincedo have-to
enseignecetteversiondeI'histoire a sesétudiants
teach  this versionof the historyto his students
‘This Russian professor that | think sincerely persuadekatee to teach
this version of history to his students’

(32) *Woila la versiondel'histoire récentequeje crois persuadé de
see-hergheversionof the historyrecent thatl believepersuadedo
devoir enseignece professeurusse a sesétudiantsgncore
have-toteach  this professor Russiarto his students even
aujourd’hui.
now.

‘This is the version of recent hisotry that | think this Rassprofessor is
sincerely persuaded to have to teach to his students eveh now

In (31) the object otroire and subject opersua@ is realized as a relative pronoun
in an operator position in the matrix. In (32), the sharediargnt is unsuccesfully
realized in the embedded clause. In contrast, realizatidheoshared argument
in the embedded clause is possible in some cases of subjeirblcso Zaenen
and Kaplan (2003) conclude that subject control involvegcsiire sharing with
equality whereas raising to object involves structureisigavith subsumption.
However, Zaenen and Kaplan (2003) also note that objedhgais only pos-
sible with relative clauses, or for some speakers also Witilc objects. This re-
striction is in fact crucial, since many ways of enforcingtthlistinction will au-
tomatically also rule out (32). In fact, although we cannotigto the details of



the conditioning of this construction here, it is possiliiatta version based on
linearization will fare well, at least for the grammars th#iow a clitic object pre-
cedingcroire.

Zaenen and Kaplan (2002) discuss German partial VP froff®WPF). The
crucial evidence here comes from the interaction betweeRAPahd raising and
control, in the contrast in (33) ((25) in the original paper)

(33) a. *EinAussenseiteru gewinnenversuchtehier nochnie.
an outsider  to win tried hier still never
‘An outsider never tried to win here.
b. EinAussenseitezu gewinnenschien hier eigentlichnie.
an outsider  to win seemedhereactually never
‘An outsider never actually seemed to win here.’

Control and raising verbs thus contrast in the latter, btittme former accepting
fronting of the embedded infinitive with its subjeét:according to Zaenen and
Kaplan (2002) this would follow from control involving sulrmption so that infor-
mation only flows from the matrix to the embedded clause. @pmoach relies on
control in German being treated as functional rather thaplaoric control, which
is of course not the only option. If German equi is anapharittiol, the embedded
subject position can be made unavaible by an equatiamp PRED = ‘PRG.1°

Finally, Sells (2006) relies on the cross-linguistic evide for backward con-
trol and raising that has been brough forward most notabltxy Potsdam and
Maria Polinsky. All of these examples involve structure rgt@ between posi-
tions with different case markintj. Here | give the example from Tzez, where the
verbalizer-oga (‘begin’) is ambiguous between a control and a raising useaA
raising predicate it requires forward raising (34-a), wlak a control predicate it
is backward (34-b):

(34) a. kid [t; ziya b-isr-a] y-0Q-Si
girl..ABS[ cowlll.ABS Ill-feedINF] 11-beginPAST.EVID
‘The girl began to feed the cow.’
b. A;[kid-ba ziya b-iSr-a] y-0Q-Si
[girl.11.ERG cowilIl .ABS Il -feedINF] 11-beginPAST.EVID
‘The girl began to feed the cow.’

The crucial argument for the analysis in (34-b) is the gdimation that the verb
agrees with the absolutive, not the ergative. But this iegph case mismatch be-
tween the two positions. There are various ways of overcgrtiia difficulty, e.g.

14A complication here is that many German speakers find (334gjat dubious, although better
than (33-a).

59N fact, as pointed out by Sells (20086), it would be possiblgéneralize this treatment even to
raising, if one accepts that raising is always ‘Copy RaisfAgudeh, 2004). But at that point all but
the most ardent opponents of subsumption would probably bffic

This is not evident from the Malagasy examples in Sells (2006t clearly emerges from the
discussion of Malagasy in Potsdam (2009).



by restricting outcASE from the subsumption equation, or by not havitwse as
an f-structure feature at all. However, the case differanakes the argument for
structure sharing weaker and suggests an anaphoric ctne@atient. This weak-
ens the general case for treating cross-linguistic phenartike backward control
and raising in terms of subsumption.

In contrast, the AG data that have been considered in thideadre perfectly
clear cases of functional control. On the other hand, theyldierent from the data
typically considered in the subsumption literature, beeaalthough the participle
is non-finite and syntactically dependent on its finite vetls not clear that it
is semantically dependent, except for the clause-intgragiciples, but precisely
these do not allow backward control.

In particular, there is a generalization often found in tbatml literature that
the controlled clause is temporally dependent on the cliingjoclause. By this
generalization we do in fact expect clause-external ppltis to control their ma-
trix: Bary and Haug (2011) argue in an LFG + Glue setting thiiioaigh the tem-
poral morphology appears on the matrix verb, the semantfifisiteness applies
to the leftmost verb whether it is finite or a (clause-extgrparticiple, in the sense
that it is the leftmost verb that must be anchored in the dism context — each
subsequent verb is then related temporally to its precetivg’.

A result of this is that for clause-external participlesjsence matters. If we
change the sequence, we change the temporal interpretdtibe discourse. In
contrast, a clause-internal participle may be moved ardondragmatic reasons,
but the temporal interpretation is the same, namely ovevitpthe matrix event.
This also holds for complement control: when complemenis®a are topicalized,
as in (33-a) and (33-b), topicalization does not alter tteinporal interpretation.

An often observed difference between subordination anddooation is the
fact that subordinated elements can be embedded in the@grmgmvwhereas co-
ordinated elements cannot generally be embedded insideather. From this
perspective, it is interesting to note that exactly theipgtes that are embedded
in their matrix and thus more clearly subordinated, canagthackward control.
The non-embedded and more coordinate-like participlesaste hackward control.
Nevertheless, it seems impossible to analyze these ad sgtitiactic coordination,
since the shared argument gets its case in the matrix, cf. (6)

From a discourse perspective, however, clause-externtidipkes in AG often
behave like coordination; it is interesting to note that divection of information
flow is the same as we find in VP coordinatith If two coordinated VPs share
an argument, that argument is typically expressed onlyarfitkt conjunct, unless
there is strong focus on the shared argument.

(35) exele auton kai bale apo sou
removelmPV it.ACcC andthrowimpv from you
‘Take it out and throw (it) away from you.” (Mt 18:9)

Or S-coordination: since AG allows pro-drop, the differefetween VP- and S-coordination
can be hard to establish.



Similarly, if a clause-external participle has the samecbas its matrix, that ob-
ject is only realized in the participle clause.

(36) kai labbn tous hepta artous eukharistésas
andtakingPFV.PTCRNOM the seven breadcc blessingeFV.PTCRNOM
eklasen kai edidou tois mathétais

breakpsT.pPFV.3s andgive PST.IPFV.3S DEF.DAT.PL disciplesDAT.PL
autouhinaparatithdsin

his that put forth.3pL

‘Taking the seven bread and blessing (them), he broke (tlzm)gave
(them) to his disciples, that they may serve (them)’ (Mk 8:6)

Structurally, of course, this phenomenon is different andtbe anaphoric control,
since it is in fact possible to realize a different object.t Bus another case of
information flow between constituents that are informatstnicturally on a par,
and shows the same tendency for information to flow from tfietéethe right.
This makes intuitive sense from a processing perspective.

5 Conclusion

We have seen that AG offers a particularly clear example okward control.
‘Backward’, naturally, is taken in a structural sense (gowvard’ could have been
more appropriate) and the defining feature of this type ofrobin AG is in fact
that it is linearly forward and therefore appropriately tii@ad by linearization con-
straints in the c-structure rather than subsumption atutgire (or a category-
based approach).

Corresponding to the importance of linearization for tieeintrol, these partici-
ples also rely on linearization for their temporal intetpt®n and this sets them
apart from many other typical control phenomena. So evemkh$gmption cannot
deal with Greek adjunct control and although the case foswsmiption is perhaps
not all that solid at the moment, it could still turn out to be tight way of dealing
with control in complemenation.
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