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Abstract

In this paper | develop an LFG account of second positioicgtilace-
ment in Ryvedic Sanskrit. Clitic phenomena in this language are bathe
complicated and more ambiguous than (supposedly) in Seiaatian/
Bosnian, whose second position clitic data were recengigtéd by Bogel
et al. (2010). | develop a formal treatment of clitic ‘movertievhich partly
builds on Bogel et al.’s approach but which differs in cerfaindamentals of
formalism, maintaining a strict division between the sytitaand prosodic
components of the grammar.

1 Introduction

There has been increasing interest in the interaction legtyeosody and syntax
in recent years; recent work within LFG includes Butt andK{#998), Mycock

(2006), and Bdogel et al. (2009, 2010). One of the most proatenissues in the
prosody-syntax interface is that of second position djtiwhose position in the
clause, apparently determined at least partly by prosediofs, cannot easily be
accounted for under ordinary assumptions about syntaetistituency. An anal-

ysis of clitics within an LFG framework has recently been emaken by Bogel

et al. (2010); in this paper | consider the complex cliticadat Rgvedic Sanskrit

and develop an alternative method of modelling the misaligmt between syntax
and prosody which this data reveals.

1.1 Rgvedic Clitics

The Rgveda is the earliest surviving text in the oldest Indo-Aryan laage, San-
skrit; it is a collection of c. 1000 ‘hymns’, metrical textshigh originally had a
ritual function and were composed c. 1500-1200 B.@vdrlic syntax is remark-
ably free: all possible orderings of V, S, and O are found,worH order is based
on information structure (Viti, 2010); in fact word ordertjgans are very similar
to those established for Ancient Greek by Dik (1995, 200'8véitheless there are
clear syntactic rules and tendencies which provide evigldac structure within
clauses; this is most apparent near the start of a clausarticydar in the position
and ordering of clitic sequences.

According to Wackernagel's Law (Wackernagel, 1892), fdated specifically
for ancient Indo-European languages likgvedic Sanskrit, unaccented elements
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occur in second position in the clause. However this is an-sveplified analysis
of what is in fact a complex set of data. Exx. (1, 2) fit Wackeeis pattern, but
exx. (3, 4) apparently do not (clitics are underlined).

(1) imdm ca no gavésanam satdye sisadho gandm
this and our cow-seeking for_victory direct company
‘And direct this our cow-seeking company to victory.” (6.5&b)

(2) mo su nah soma mrtydve pdra dah
not=and indeed us Soma to_death away give
‘And do not hand us over to death, Soma.’ (10.59.4a)

(3) utd va y6 no marcdyad  dnagasah
also or who us would_harm innocent
‘or also who would harm us innocent ones.’ (2.23.7a)

(4) divypa apo  abhi ydd enam Aayan
divine waters to  when him came
‘When the divine waters came upon him’ (7.103.2a)

Note that not all enclitics are unaccented, and not all vmated words are
enclitic! Several enclitics are accented, ehg(in ex. 20 below),sti (in ex. 2),
mi.? The major category of words in thRgveda which is unaccented but not
syntactically enclitic is finite verbs in main clauses,saadho in ex. (1) anddah
in ex. (2). Besides ‘second position’ clitics appearing ¢tow considerably later
than second in the clause, there are other complicatiorseifgvedic data which
will be discussed below.

There have been two contrasting analysesgidglic word order and in partic-
ular clitic placement in recent decades. A non-theoretical largely descriptive
‘Phonological Template’ approach was developed by Hoak (982, 1996), fol-
lowed by Schéufele (1996). A transformational (GB) apphoaas developed by
Mark Hale (e.g. 1987, 1996, 2007). The only attempt to amaRgvedic word
order in a non-transformational theoretical frameworkdb&ifele’s (1991) LFG-
based asessment of RV syntax; but he did not adequately rdoouhe position-
ing of clitics.

| will analyse the problems raised by thgWedic clitic data in 83, before de-
veloping my formal treatment of clitic misalignment in 84efBre that (82) | will
discuss the most recent approach to second position dlitic§G, that of Bogel
et al. (2010).

!Rgvedic accent was tonal, main word accent correlating whigh tone; the high tone is indi-
cated with an acute in the transliteration.

2This is paralleled for example in Ancient Greek, where soem®sd position clitics are accented
and some are not, e.ge, te but dé, oiin.



2 Clitic Sequencesin LFG

The most recent treatment of second-position clitics in LEGy Bogel et al.
(2010), building on a new method of modelling the interacti®tween prosody
and syntax presented in Bogel et al. (2099).

Bogel et al. (2010) discuss problematic clitic phenomen@erbian/Croatian/
Bosnian (SCB), in which sequences of clitics (clitic clusjeappear within syntac-
tic constituents. They explain this by assuming that ctiticsters can be generated
in the c-structure at the left edge of a clause but cannotigtesre in the prosody.

(5) taj joj ga je  covek poklonio
that her it Aux man presented
‘That man presented her with it.” (Bbgel et al., 2010, ex.,J2412)

(6) C-Structure for ex. 5 (Bogel et al., 2010, ex. 26, p.118)

S
CCL NP VP
LBs CLCLCL D N Vv
interface (s joj gaje taj covek poklonio
mapping (s taj joj gaje covek poklonio

The clitic clusterjoj ga je cannot stand in first position and so ‘moves’ to the
right of the first accented element, the ‘movement’ equiviale Halpern’s (1995)
Prosodic Inversion to account for second position clitits. SCB the clitic se-
guence can also appear in syntactic second position, inhwdase it can be ac-
counted for straightforwardly in the syntax.

(7) taj covek joj ga je  poklonio
that man her it Aux presented
‘That man presented her with it” (Bogel et al., 2010, ex,J1&12)

(8) C-Structure for ex. 7 (Bogel et al., 2010, ex. 39, p.123)
S
LBs NP CCL VP
D N CLCLCL Y,
(s taj covek jojgaje  poklonio

3Compare also Bogel et al. (2008) and Bégel (2010). The mogbitant alternative approach
to clitics is within the Lexical Sharing theory of Wescoa®(2, 2005, 2007, 2009), which | do not
have space to discuss in detail; for a critical analysis wsfttieory in regard to clitic placement see
Bogel (2010, p. 97-100).



In order to constrain the movement of clitic sequences, Béigal. (2010) in-
troduce into the PS-rules and thereby the c-structureeederto prosodic bound-
aries, here the left edge of a clause g).BThey also introduce the CCL (‘clausally-
scoped clitic cluster’) into the PS-rules such that it isgyated next to the left edge
of the clause, or as the second syntactic element in theeclanrder to control
the ‘phonological flip’ they introduce an ‘Interface MapgiRule’ which roughly
states that a CCL clitic sequence can be placed one worcefurdhhe right in the
prosodic output than it is in the syntax, so long as in theasyiitis directly to the
right of a prosodic left boundary (and vice versa).

In my treatment | will adopt some of Bogel et al.’s fundaméatssumptions;

I will make use of the category CCL for some but not all clitiasd | share their
intuition that the CCL can be generated at the start of a elawen if the clitics
within it ‘surface’ in the prosody one word further to thehtg However | will
not adopt the more formal aspects of their approach. Thegiop of LBs and
RBs in the c-structure significantly changes the nature of gestire by allowing
it to represent more than just the position and constituesfcywords. In their
approach this is necessary, however, because the interfapping rule needs to
make reference to prosodic boundaries.

Moreover Bogel et al.’s interface mapping rule makes refegeto clitic se-
guences appearing in the CCL such that phonological movensnonly take
place where the c-structure projects a CCL. In my view theviemeent’ governed
by the interface mapping rule is governed rather by the actesn of more gen-
eral constraints on c-structure and p-structure formatiich do not therefore
require a special rule referring specifically to clitic gpguappearing in a particu-
lar syntactic context. This also permits more complicatiéet cata, such as that
found in Ryvedic Sanskrit, to be accounted for without having to aditiédformal
architecture.

A third feature of the architecture formulated by Bogel et(@D10) is the
difference between prosodic and syntactic second positieollowing Halpern
(1995) they assume that Prosodic Inversion should be ttesdea last resort: if
the position of clitics can be accounted for in the syntaxntllo so. SCB is
usually taken as one of the best examples of a language irnheccliticscannot
be positioned syntactically, because NPs suclapagovek cannot otherwise be
discontinuous.

If, however, we have accepted the principle of phonologmalement, it is
guestionable whether we can always treat it as a last relédtris a genuine lin-
guistic possibility, then it may occur even when a fully seitc account is equally
valid. In particular, if the first syntactic constituent o€kause consists of a single
prosodic word, then the difference between syntactic aogqatic second position

4The SCB data is more ambiguous than Bégel et al. (2010) ang esatier authors assume; see
now Cavar and Seiss (2011) and references therein. Neverstittegeh examples did not constitute
a problem for syntactic analysis they would not have becomwidely discussed; moreover the
basic facts assumed for SCB by Bdgel et al. (2010) are urmasially found in other languages
such as Ancient Greek, Gothic, and possibly Warlpiri.



is neutralized. In a language such asgRedic Sanskrit, where there is consider-
able freedom for discontinuous constituents, certainigecglbnly ever occur after
the first phonological word. Even where this appears to tésuhe enclitic ‘in-
terrupting’ an intial constituent, it cannot be proven theg are not dealing with
two discontinuous constituents with the clitic in secaydtacticposition, as in the
following example.

(9) imdm ca no gavésanam satdye sisadho gandm
this and our cow-seeking for_victory direct company
‘And direct this our cow-seeking company to victory.’ (6.58b)

Here it is tempting to takémdm gavésanam ‘this cow-seeking (thing)’ as a
single constituent, interrupted by two enclitics; howeitds always possible in
contexts like this to take the first word, heradm ‘this’, as a separate constituent
from the second non-clitic word. In other words there aretexts in which we
cannot prove one way or another whether we are dealing wittasiic or prosodic
second position. The assumption that syntax always takestprover prosody
has no absolute basis and cannot be used as a valid mean&afigleqiven case.
If phonological movement is possible, this possibility slaobe independent of the
syntax, i.e. it should be equally possible (within its owhppological, constraints)
in languages or contexts where our syntactic architectamdarcprinciple permit a
fully syntactic account of surface word order as it is in extt$ where it cannot.

3 Cliticsin Rgvedic Sanskrit

3.1 Clitic‘movement’ in Rgvedic Sanskrit

Rgvedic Sanskrit, like many other languages, has a classatitierconjunctions
which always follow the first non-enclitic (phonologicalord of their domain,
even where this entails interrupting what appears to be tasjo constituent.
As stated above, the considerable freedom for disconyirfiiconstituents means
that it is hard to prove syntactic constituency and theeefditic ‘movement’ in
Rgvedic Sanskrit. But given the evidence for phonological/emoent in other lan-
guages, we do not necessatilgedto prove syntactic constituency before we can
assume movement.

3.2 Clitic conjunctions

We will begin our survey of Bvedic clitics by looking at clitic conjunctions. De-
scriptively, clitic conjunctions always appear in the autpne word to the right of
where they might be expected to be in the c-structure. Aacgrib Bbgel et al.
(2010, p.121, on Russidi) this involves a CCL, but one which can only appear in

®At least in terms of the output word order; there could pagdigtbe prosodic differences be-
tween the two.



prosodic second position, not in syntactic second positibtheir approach were
applied to Ryvedic clitic conjunctions, the passage given in ex. (10ulddave
the c-structure given in ex. (11).

(10) avobhir va mahddbhih sd prd  srnve
with_assistanceor with_great this prvB is_famed
‘or through your great assistances this one is famed.’ (2d)1

(11) C-Structure for RV 4.41.2d (ex. 10)

S
CCL NP NP VP
LBs CL N A N  prd srnve
(s va avobhir mahddbhih  sd

However in terms of linear order this is effectively the saposition as for a
‘normal’, non-enclitic conjunction, i.e. directly predead the first element of the
conjoined S. In other words the CCL demanded by Bogel et AL{Rto account
for the position of enclitic conjunctions is in this caseusturally in exactly the
same position as the normal functional position of suchummtjons, @NJS It
therefore makes more sense to treat the enclitic conjurets generated indNJ
rather than a CCL. The necessity of the CCL as a category &illifcussed below,
but we should follow the principle that as a non-standardaXdategory the CCL
should be reserved only for clitics whose syntactic pasitig cannot be treated
under any ordinary syntactic category.

Enclitic conjunctions, of course, can also conjoin NPs, ARd PPs within
clauses. We cannot suppose that a ‘clausally-scoped dlit&ter’ could appear
within such constituents, rather the clitic conjunctiopears in its regular position
(CoNJ). So for a simple NP conjunction such asnir ugré va indrah ‘Agni or
fierce Indra’, the c-structure will be as follows.

(12) NP
NP ConNy NP
| i
agnir ugré indrah

®This is not the case for Russidnwhich is the (subordinating) conjunction discussed by Bége
et al. (2010), but by extension would apply to conjunctiomsalr are found in ©NJ. Russiani can
be generated in its syntactically expected position, CKitfg, 1995, §10.2, p.232-238).

"This example from Hale (2007, p.205).



3.3 CCL Clitics

While clitic conjunctions always appear to the right of thepological word cor-
responding to the terminal node which they directly precedestructure, other
clitics, namely clitic pronouns and particles, have a g possible positions.

Firstly clitic pronouns and particles can occur cliticizeda governing word
within a VP, NP or even PP; in these positions the clitics canrfproblematically
generated under the appropriate syntactic node in thauctgte and no ‘move-
ment’ need be assumed. This clitic position will therefoot Ime considered fur-
ther. Such clitics can also appear near the start of a clause'dlitic cluster’.
Descriptively, the start of any dvedic clause consists of a series of elements or-
dered according to a template of the following kind.

(13) (Conj)) (XP) (XP) (Prvb) (Dem./Rel.Prons) (Pcls) (Psbn

All elements in the ‘initial string’ are in principle opti@ah The first possible
element is a conjunction which cannot be preceded by any eleenent of the
clause (assuming it is a clausal, not phrasal, conjungctibtf)e conjunction is en-
clitic it will follow the first word as discussed above. Theslléw two positions
which can be filled by any XP from the clause; these are uscalhgidered to be
topicalization/focus positions, and will be discussed wrendetail below. Follow-
ing this a preverb can occur, if it is not proclitic or enditn its verb; following
this we find the regular position of the demonstrative aratined pronounsa-, syd-
andyd-. Then come enclitic sentence particles and finally enghtanouns. Since
it is rare for more than one of the first five elements of thaahstring to be filled,
these enclitic words often appear in ‘second position’ em¢lause. Following this
initial string will be the rest of the sentence.

Previous analyses of the ‘initial string’ have taken the tas elements, the
sentence particles and enclitic pronouns, as the onlg clitiegories (besides clitic
conjunctions). However there is also evidence that prevarid demonstrative/
relative pronouns should also be treated as clitic categovhen appearing near the
start of the clause (and not topicalized or focused). Astthgsnot been previously
recognized | will discuss this briefly before developing nalgsis of CCL clitics.

3.3.1 Redative and Demonstrative Pronouns

Relative and demonstrative pronouns (including subotitigaonjunctions which
historically evolved from the former such agd ‘when, because’) often occur in
first position in the clause, in which case they can usuallintegpreted as topical
elements, i.e. descriptively in one of the XP slots in théahistring ‘template’.
However they can also appear following a different topieadi XP in which case
they cannot be so analysed.

strative and relative pronouns were not infrequently @écli his, together with the
fact that descriptively such pronouns directly preceddriuditional ‘clitic cluster’,



suggests that in fact these pronouns should likewise bgsethwithin the clitic
cluster®

Sanskrit has internal and external sandhi rules. The Igtieern the phono-
logical interactions between independent phonologicald&avhich appear next
to one another in the clause. Internal sandhi applies withionological words,
and for these purposes clitics do not count as independemitgical words, but
part of the preceding or following word. This should give usle@ar criterion for
determining whether a given word is clitic or not in a givemtzxt; unfortunately
internal and external sandhi differ in only a few details,céten we cannot be
sure which we are dealing with. So for example the first seqrokthe relative
pronounyd- is not affected by sandhi and itself causes no distinct matesandhi
phenomena. The first segments of the demonstrative pronautais andsya-/tyd-,
on the other hand, are affected by internal sandhi rulescifsgaly ans can be
retroflexed according to the so-called ‘ruki’ rule, when afi¢he four segments,
u, k, i directly precedes it in the same phonological word. Theeenaany exam-
ples of internal sandhi affecting the first segment of theseahstrative pronouns,
which proves that, despite being accented in our texts aed ofccurring in initial
position in the clause, these pronouns are, in these iretaatdeast, enclitic on the
preceding word. So we hawd for sd in ex. (14),tdj for tdj in (15).

(14) pra si sd  vibhyo maruto vir astu
before pTC that from_birds Maruts bird let be
‘Let that bird be before (all other) birds, O Maruts.” (4.28)

(15) nis tdj jabhara camasdm nd vrksad brhaspatir
out that brought ladle like from_wood Brhaspati
‘Brhaspati brought that out like a ladle from wood.” (10.68)3cd

Although there is no sandhi evidence for the clitic statushef relative pro-
noun, there is evidence that related relative pronounsherdhdo-European lan-
guages were at least optionally enclitic. This is suggebiethe positioning of
relative pronouns in OIld Irish (Watkins, 1963, p.29) and iknt Greek (Fraser,
2001, p.141), the development of the definite adjectiveathsibn in Balto-Slavic
possibly from a postposed relative construction (Vaillda®42), and the develop-
ment of the ezafe construction from a relative pronoun initmalanguages (Haider
and Zwanziger, 1984; Haig, 2011).

We must therefore distinguish clitic and non-clitic vatmof these words, the
former generated under the appropriate XP nodes in casepioélization or fo-
cus, the latter generated in the ‘clitic cluster’ where pii¢alized or focused.

8Hale, among others, considers interrogative pronouns sytiactically parallel to these relative
and demonstrative pronouns but this is not in fact justifiaterrogative pronouns can only ever be
preceded by a single constituent while the others can beegegcby up to two constituents; by my
analysis this means that interrogative pronouns must healoglements filling the second optional
XP of the clause (see above).

®The other enclitic pronouns also have non-clitic varianiscl are likewise used in contexts of



3.3.2 Preverbs

Further support for this position of relative and demoristeapronouns comes
from the positioning of preverbs. Preverbs are adverbeinehts which can oc-
cur either near the front of the clause, or else directly guew (proclitic on) the
verb. Descriptively ‘initial string’ preverbs occur dithcbefore the clitic cluster as
formulated thus far, often first, or second following a ‘tegdized’ element (Hale,
1996, p.183-186).

Preverbs at or near the start of a clause are usually treategiaalized or fo-
cused elements. There are two competing justificationshfer either the preverb
itself is focused, or the preverb serves to focus or toggeate verb with which it
is associated.

In some cases it is possible to treat the preverb as topechliHowever pre-
verbs appear in their ‘initial string’ position in betweef-60% of their occur-
rences (depending on the particular preverb), and it ikelylithat directional ad-
verbs would be topicalized or focused so frequently. Moeemtatistical evidence
shows that these initial string preverbs cannot (alwaysasgt) be serving to top-
icalize/focus the verb. For example there are c. 200 clawitbsydm (accusative
singular masculine relative pronoun) where the verb hageeepb - the verb pre-
cedes the relative pronoun (ie. it is topicalized/focused.5% of them; there are
c. 70 clauses with a preverb - the preverb precedes theveelatbnoun in 28.3%
of them10

We are left with preverbs in the initial string, directly pegling the clitic clus-
ter, not topicalized or focused, words which in other cotg#éwhen adjacent to the
verb) are clearly (pro)clitics. If we assume that the CLL bast not just enclitics,
but also proclitics, then the position of the preverbs capdmly explained.

(16) divya apo  abhi yid enam ayan
divine waters to  when him came
‘When the divine waters came upon him.’ (7.103.2a)

(17) C-Structure for RV 7.103.2a (ex. 4=16)
S

e

NP CCL VP
AP N CL CL CL Vv
divya apo abhi yad enam  ayan

topicalization and focus, but with these the difference &kad by the respective presence or lack
of accent. Cf. also Selkirk (1995) on function words withemed and unaccented variants.

19 have taken statistics from clauses with relative pronainse the topicalization/focus position
before the pronoun is unambiguous, unlike in many otherextsit



This provides further evidence for the position of relatared demonstrative
pronouns within the CCL, since in examples such as (4=1§)ritbreoun manifestly
appears between CCL elements.

As proclitics, there is no restriction against preverbsuogag in clause-initial
position: therefore it is possible for the elements of a C€kemain in first posi-
tion in a clause if the first element of the CCL is a procliticheTCCL sequence
of proclitic followed by one or more enclitics forms a singlkonological word,
within which internal sandhi rules apply regulatfy.

3.4 TheCCL

As argued in the previous section it is not always necessarosit a CCL to
host clitics which undergo prosodic inversion. However iheo contexts thiss
justified. This is most clear, as in SCB, where more than oitie of different
lexical categories appear together in a particular pasitiche clause which cannot
be justified on the basis of their lexical categorizatione 8ame is true in &edic
Sanskrit, where clitic clusters in second position canudel preverbs, sentence
particles and enclitic pronouns.

The syntactic treatment of clitic clusters is a problemasue. Clitics which
appear in clitic clusters are positioned on the basis of ttiiic status rather than
for any other syntactic reason. While clitic clusters offi@mction as syntactic units
(see e.g. Halpern, 1995, p.191-222 with references), tharetraditional XP cate-
gory which can adequately dominate the varieties of clitieslved. The syntactic
constituency of the CCL (and the fact that we have a CCL rathem a series of
independent CLs) can only be based on the fact that the dliitster cannot be bro-
ken up by any other element of the clause. On the other hatitl alisters could
often be treated as single lexical items but do not seem toreeid in the lexicon
according to normal morphological processes. Simpson aitithdit (1986) deal
with clitic clusters by a process of ‘template morphologytie lexicon; the CCL
utilized by Bogel et al. (2010) is an alternative, syntasdzhapproach. What both
approaches share is the recognition that the syntactidit@rsy of clitic clusters
cannot be accounted for by traditional X-bar theoretic sulewill make use of
the CCL here, but this approach could easily be adaptedemative methods of
treating clitic clusters.

(18) visva si no vithurd  pibdana vaso ’mitran
all indeed for_us unstable firm good enemies
susdhan krdhi

easy_to_conquemake

‘Indeed, make everything which is unstable firm for us, O good, (and
make) our enemies easy to conquer.’ (6.46.6cd)

Note that there is no constraint against a single phonadbgiord having more than one accent:
cf. lexical words such agnaspdti-, bihaspati- etc. The formation of single phonological words from
proclitic plus enclitic is paralleled in Ancient Greek, Wig.qg.ef te > eite etc.



When the CCL appears within another syntactic constituenin ex. (18), we
can follow Bdgel et al. (2010) and assume that in c-structueein fact have a
CCL at the start of the clause, which then undergoes ‘movérteeafter the first
phonological word.

(19) C-Structure for ex. (18)

S
CCL NP
CL CL A N
su 10 visva vithura

Sometimes a clitic pronoun or sentence particle (but nohguoation) appears
after the firstconstituent again we can follow the principles proposed by Bdgel
et al. (2010) and generate the CCLdyntacticsecond position. The c-structure
for the following example will then be exactly parallel tatrgiven in ex. (8), but
without the LBs.

(20) mahé  ksatraya Sdvase  hi jajné
to_great to_dominion to_might for was_born
‘For he was born to great dominion (and) might.’ (7.28.3c)

It is not necessary to utilize a PS-rule of the kind assume®dgel et al.
(2010), involving optionality, to account for the variatibetween second prosodic
and second syntactic position. Although the precise ddi@ilthe Ryvedic Sanskrit
are uncertain, | would rather assume a generic PS-rule sutie #llowing, where
the first optional XP in the clause is marked for focus or tali@ation, meaning
that the CCL appears in first position in the c-structure wihathing fills this first
XP slot1?

(21) S— (XP) (CCL) (XP)...

The following example shows both an enclitic conjunctioenerated in ©NJ,
and an enclitic pronoun, generated in the CCL, which bothetgm phonological
movement to within the first constituent of the clause.

(22) kéna va te  mdnasa dasema
with_what or you with_attitude we_should_do_service
‘or with what attitude should we do service to you?’ (1.76§.1d

2In some passages it appears that the clitic cluster is positi not in relation to the start of the
clause but in relation to metrical boundaries such as liralk® and caesuras (see in particular Hock,
1996); this has been used to support a purely prosodic atodwtitic placement in thékgveda.
However all such examples can be explained syntacticallggdsyiming either dislocated topics or
second syntactic position of the CCL, or both.



(23) C-Structure for RV 1.76.1d (ex. 22)

S
Conj S
va /’\
CCL NP VP
CL AP N \Y/
te kéna manasa dasema

4 An OT analysis of ‘movement’

Previous approaches to clitic ‘movement’ involve addittoror alteration of the
formal framework of LFG, whether this means adding furtfarels of structure
as in Wescoat's (2009) lexical sharing, or introducing pdis brackets into c-
structure as in Bogel et al.’s (2010) approach.

However it would be preferable to be able to deal with thetpmsing of clitics
without arbitrarily adding to our theoA? We will see that the problem of clitic
positioning can be resolved simply in an OT-LFG framework.

The positioning of clitics is a c-structure problem with agwdic (p-structure)
origin: the particular prosodic features of clitics whiaksult in their appearance
within constituents causes a problem when we try to accaunrthéir position in c-
structure terms. In order to account for the position ofadijtthen, we need a direct
relation between c-structure and some kind of prosodictira. A direct relation
between c-structure and p-structure has been widely amtepice Butt and King
(1998), found recently, for example, in Mycock’s (2010,922 schematic repre-
sentation of the LFG projection architecture. A slightl§felient view is taken by
Dalrymple and Mycock (2011) who assume only an indirectti@habetween c-
structure and p-structure, mediated by the string of léxiems. But even such an
indirect relation should be reconcilable with the OT-baaedount of ‘movement’
detailed here.

(24) Correspondence relations in the projection architecffragment)

L] p L] ¢ [ ]
P-structure C-structure F-structure

If we assume a relation between p-structure and c-strycivgecan annotate
c-structure nodes with their respective relations to pestre. This does not mean
that every c-structure node directly corresponds to ayetire node, though some

Badmittedly the CCL c-structure category is an addition te ttaditional set of X-bar categories,
but something special is required for the clitic clusterriy &ramework.



will. For the purposes of treating clitics, we require refere primarily to the
level of the Prosodic Word, and for simplicity | will ignoreter levels heré?
Annotations in the c-structure can include the following.

(25) * |,=w: the corresponding element in the p-structure forms a
phonological word.

* |,CW: the corresponding element in the p-structure forms a
phonological word with the phonological word directly te right.

* *(wl,: the corresponding element in the p-structure cannot siind
the start of a phonological word.

4.1 The OT constraint system

| assume that all structures in the grammar may be analysendiceg to their own
set of OT constraints. In each case thenGwill be the rules of formulation of
that structure, e.g. in the case of c-structure it will be gheicular PS-rules of a
language. All possible outputs from these structure-$igatiles will form the in-
put to the OT constraint systems. Assuming a direct mappétgyden c-structure
and p-structure on the one hand, and c-structure and ftgteuon the other, any
OT approach to the c-structure will require coherence aitiofténess between the
c-structure and the structures related t© i\ny given c-structure must in general
correspond to coherent, possible, f- and p-structuresmioug specifically it must
always correspond to either a particular f-structure orrtiqudar p-structure. That
is, if we are parsing a given utterance, the c-structure carseéspond to the partic-
ular, given, p-structure corresponding to that utteramdele if we are generating
a sentence with a given meaning, the c-structure must @amelsto the particular
f-structure which corresponds to that meaning.

The clitic problem arises at the interface between the uetire and the p-
structure. Therefore if we have a given meaning (i.e. we anegating) and there-
fore f-structure, the c-structure will be generated on thsidof the f-structure
without problem; the ‘movement’ of clitics will have to beanted for in the in-
verse mapping from c- to p-structure¥). If we are parsing, the p-structure will be
given, and the ‘movement’ of clitics must be accounted fahim p- to c-structure
mapping p). | assume that the ‘movement’ is due to the interaction onpet-
ing prosodic and syntactic features which can best be repred in terms of OT
tableaux.

For any given c-/p-structure pair, there will be one set oftagtic constraints
governing the c-structures competing to represent a giveinugture (i.e. forp),

14 assume that, at least at this level of prosodic repredentathe Strict Layer Hypothesis
(Selkirk, 1984, p.26; Nespor and Vogel, 1986, p.7) is to bdewstood as a violable set of constraints
(as per Selkirk, 1995). In particular, Phonological Wordsa be recursively formed, following e.g.
Peperkamp (1996, 1997) and like Selkirk's (1995) ‘affixaic] structure.

15Cf. Bresnan’s (1996) ‘C- to F-structure alignment’ conistra



and a different set of (phonological) constraints for théedent p-structures com-
peting to represent a given c-structure (i.e. for). | will not deal with the p-
structure constraints here since they are a matter of pbgyol

411 C-structureconstraints

As stated above, the most basic constraints on c-strugtuodve faithfulness and
coherence in relation to f- and p-structure. Faithfulness and p-structures can
be broken down into parts, e.giLE and RARSE, which penalize the addition and
omission of input information, but for our purposes we caatthem as single con-
straints, which we will label F-AIGN and P-ALIGN respectively, except that for
explanatory clearness we will separate one particularcemstraint of P-AIGN
and treat it separately.

(26) * F-ALIGN: the c-structure is coherent with a possible/given f-dtmec

* P-ALIGN: the c-structure is coherent with a possible/given
p-structure.

The sub-constraint that we will treat separately is parthefequirement for
coherence between c-structure and a given p-structureelpaimat the integrity
and order of phonological words be preserved in the mappong p-structure to
c-structure.

(27) * w-ALIGN: preserve the order and integrity of phonological words.

A similar constraint requires that the order of lexical item the c-structure
be the same as that in the corresponding p-string. | assuahse-forms are called
into the c-structure by corresponding p-forms via the lemit®

(28) » S-ORD: preserve the order of lexical items as found in the p-string

All these constraints are high level constraints on competistructures which
can be independently motivated and are not hypothesizeglyptor account for
clitic ‘movement’. The final constraint used here is likeaviadependently moti-
vated. It is a constraint requiring economy of expressiae Blorimoto (2001,
p.171-172) for a discussion of contraints of this type. Mato’s BECONOMY (de-
rived from Bresnan’s “Economy of Expression”) constraienglizes every XP and
X9 node in the c-structure; | follow his definition beldw.

(29) « EcoNoMY: Economical structure is preferred (every XP arfti
penalized).

5The reference to linear adjacency required in this constrmiuld be formalized along the lines
of Asudeh (2009), e.g. requiring the&.N(p(x)) = p(N(x)) wherep represents the mapping between
p-structure and c-structure and N the next word accorditigéar sequence.

"Wescoat (2007, p.456) makes use of exactly the same canditailabels it PrROJ



Since all these constraints are independently motivakesi approach to clitic
positioning does not add anything arbitrary to the grammstrtp deal with a small
group of problematic forms. Moreover, this approach is dase the given c-
structure rules of a language. In principle this means fitheic-structure rules of
a given language come to be more accurately understood sacimovement’ no
longer need be assumed (this has happened with Warlpinytiarh the prosodic
flip was once accepted) or indeed if an entirely new approactrdtructure is
adopted in which clitic ‘movement’ is not a problem, the tteg@al basis of this
treatment is in no way invalidated or rendered superfluousatW permits us to do
is deal with the problematic positioning of clitics withihet context of our current
understanding of c-structure (in general and of given laggs) without having to
arbitrarily augment our theory.

4.2 Examples

We will take as the first example the Nignirugrévéndrah ‘Agni or fierce Indra’
(ex. 12). To look at it first from the point of view of generatjcand assuming a
single rule for conjunction in vedic Sanskrit, XP- XP (Conj) XP, we can draw
the c-structure with annotations as below. Given the reguémts of F-AIGN it
would be impossible to draw a tree in whieh followed ugrdh which preserved
the meaning ‘Agni or fierce Indra’, sinceugrah precededsa it would have to be a
modifier of Agni. The annotations on the lexical items in th&ruicture permit the
p-structure, drawn below, to be constructed. The annotsitim the s-forms define
their prosodic classification in the p-structure.

(30) agnirugrévéndrah (ex. 12)

NP
/’\
NP Conj NP
| T T
N A N
| | |
agnih va ugrah indrah
Lp=w 1pCW Lp=w Lp=w
agnir Hwlp ugré va indrah
| | | |
w w o w



(31) agnirugrévéndrah (ex. 12)
| agnihugrahva indrah|| F-AL. 1 P-AL. | w-AL. | ECON. | S-ORD. |

|
IZ"a. avui ! 6 *
|

*1 6

b. auvi

When we build the c-structure on the basis of the p-struaer&zed from the
output, we make use of the OT constraints as shown in theaableCandidate
(b) as given in the tableau preserves the order of lexicalstas attested in the
p-structure, while candidate (a) violates this constralBbth candidates violate
EcoNomy six times, so are not distinguished in this respect. Howeseadidate
(b), while preserving the order of lexical items, does natespond to the given
p-structure, since on the basis of the prosodic specifitatidva it would, in that
c-structure position, have to be forming (and not be at tag sf) a phonological
word with indrah rather thanugrah. Since the constraint P4AGN is ranked more
highly than SerbD, candidate (a) is the winner, even though this c-structoesd
not match the order of lexical items.

From this it should be clear that the constraint system isige0 require that
the c-structure preserve the order of lexical items as fannbde p-structure (and
vice-versa) except in the very constrained context ofoslitvhere there is no better
option available.

In the following tableau, the EéoNomY constraint, being ordered before S-
ORD, ensures that the preferred c-structure candidate is owbith neither clitic
is treated in its s-string position even though it would begglole to leavee in its
output position by assuming a discontinuous constité&ithe c- and p-structure
trees are given in ex. (33).

(32) kénavatemdnasadasema (ex. 22)
| kéna\ate ménas | F-AL.

P-AL. | w-AL. | ECON. | S-ORD. |

|
" a, v.tk m : 7 *
b. v.k tm | 8! 5
c. vkmt | 1 7 **

18syntactic information has been omitted from the candidatéise tableau due to space restric-

tions; they should be read as follows:
a. [ve [ne [v agnih]] [cno va] [ne [ ugrdh] [w indrah]]]
b. [ne [ne [v agnih] [a ugrdh]] [cns va] [we [v indrah]]].

again the candidates have been abbreviated in the tablead;as:
-« kno va] [s [ce te] [ne kéna mdnasa]. . . ]
... [eno va] [s [ne kéna] [cc te] [ne mdnasa). . .]
... Jens va] [ s [ne kéna mdnasa) [cc. te]. . .].

O T o



(33) kénavatemdnasadasema (ex. 22)

S
T
Conj S
e
CCL NP VP
CL A N V
| | | |
va te kéna manasa dasema
lpcw *(wlp Lp=w Lp=w Lp=w
*(wlp
kéna vate madnasa dasema
I . |
w oo w w
\%
w

5 Conclusion

In this paper | have explored the clitic data of\edic Sanskrit. | have adopted
the CCL c-structure node from Bogel et al. (2010), but havewshthat in the
Rgveda not all clitics are generated in the CCL: clitic conjuncsoare generated
in their expected syntactic position. | have shown that reogptto traditional anal-
yses preverbs and non-initial relative and demonstrativaquns can be treated as
clitics generated within the clitic cluster. My formal tite@ent of these clitic phe-
nomena accounts for the apparent prosodic ‘movement’ i€<lin the interface
between the c-structure and p-structure; OT constrainth@®ormation of both
these structures govern the order of words in the respestivetures and allow
for the positional disjunction of clitics. The advantagetlis analysis over that
of Bogel et al. (2010) or Wescoat's lexical sharing hypoihesthat it works with
minimal addition to the LFG architecture and unlike Bogedle{2010) it preserves
the modularity of the grammar by keeping prosodic inforaratut of the syntax.
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