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Abstract

This paper introduces a formal account of p-structure vieva concep-
tion, the p-diagram. Itis based on the phonological unihefdyllable, which
constitutes the phonological string. On top of this bastitgrmprosodic lay-
ers are added ‘as needed’ and tied to the respective sylaisl@ectors. The
result is a theory-independent and compact descriptiohespeech signal
itself, which allows for easy extraction of relevant infation for other cor-
respondence structures and can be adjusted to languagtreamy-specific
needs. An example of how this approach works is given by dsngra
solution to the syntactically ambiguous, but prosodicalhambiguous phe-
nomenon of constituent grouping in coordination.

1 Introduction

Current prosodic research is very much driven by the prasbidirarchy theory,
originally proposed by Selkirk (1984), which consists oérairchically ordered
prosodic units, e.gintonational phrase, phonological phrase, prosodic wetd.
However, these prosodic units are only descriptions of tsvienthe speech sig-
nal, like stress, intensity, duration of elements, or bseakhe literature on the
question of how these units should be defined and which irdtam of the speech
signal should be used for their calculation is huge and dqugtéroversial. A ma-
jority of the community (e.g Selkirk, 1984; Nespor and VqdiE86) takes, e.g.,
the prosodic word taninimally be of the same size than the the morphosyntactic
stem or even the syntactic word. While some researcherssofitbup only allow
for prosodically deficient items (clitics/function words.§ Selkirk, 1984)) to be
included into the prosodic word, others believe that, urtdetain circumstances
the prosodic word can contain the whole sentence (KleinhE928). On the other
hand, there are also researchers who propose that a presodicstarts with the
stressed syllable of a trochaic foot encountered in thecépsignal (Lahiri and
Plank 2010, see also Dalrymple and Mycock 2011). A consempiei this ap-
proach is that the prosodic word is not necessarily idehtea syntactic word;
instead, the morphosyntactic stem can in principle be $plia prosodic word
boundary, separating the syllables of one morphosyntatgin into two different
prosodic words.

Apart from the controversial discussion on the exact siz# @ature of the
different prosodic units, a further problem is posed by thet that the status of
the prosodic speech units might change in relation to eatdattors like speech
tempo. Thus, the same (written) string might be realized dweal variants of
prosodic grouping.

In order to avoid these problems, my approach is based oatfpest ‘reliable’
unit, the syllable. Syllables are rhythmic units, which sishof at least a vowel or

f1 would like to thank the audience of LFG 2012, especially RKaplan and Mary Dalrymple,
and Louise Mycock for comments on a preliminary version &f #pproach. Furthermore, | would
like to thank Melanie Seiss for her math coaching.



a syllabic consonant (the nucleus), and mostly include @mssts grouped around
this nucleus according to certain rules. Although syllaldee considered to be
part of the prosodic hierarchy, the approach introducedim paper is not built
upon the general notion of prosodic units and their respecfiouping according
to hierarchical restrictions, but encodes the events erieced in the speech signal
in a linear order. Since prosodic units are determined bgrdifit indicators within
the speech signal, this syllable-based approach is inipknable to account for
them as well, because the required information (on, e.gaks or boundary tones)
is encoded in the p-structure representation. The syllabléhe basic unit also
allows for independence from external factors like speeahpb, since the basic
unit of the syllable remains the same (in contrast to a timsed or a prosodic
grouping approach, for example).

Apart from the notion of the syllable as the basic unit, tlEpgr also introduces
a new way of representing prosodic information: The p-diagr This represen-
tation allows, in principle, for all relevant elements oéthpeech signal to be en-
coded. It is thus broadly structured in the sense of being @mbéncode the speech
signal’s structure independently of the researcher’'sritaal assumptions, but al-
lows for a much finer-grained analysis of the speech signebimparison to other
approaches. The information stored in the p-diagram is oteyed to the over-
all grammar in general; instead, its content is accessilsléhe correspondence
structure of LFG.

In order to to demonstrate this idea concretely, the phenomef constituent
grouping in coordination is analyzed within this systemof@lination grouping is
interesting for the syntax-prosody interface in that syratone provides no basis
for a decision between several possible constituent gngspibut that a consider-
ation of prosody vyields the information necessary for disigumation.

This paper is structured as follows: First, an account ofptlatagram and the
different elements involved in the speech signal represient, i.e., the lexicon and
the strings and the exact shape of these representati@ngivan. In the second
part, the implementation of grouping in coordination shélesimplementation of
a phenomenon, where the prosody-syntax interface is atdts b

2 The Lexicon

Following (Levelt et al., 1999, p. 4), | assume that a lex@raky consists of several
parts.

1. Theconcept The concept describes the semantic concept of a lexiaal ite
i.e., theideaof an entity in the world, which we have in our minds before we
add a lemma (a morphosyntactic item) and a form (a phonabggpresen-
tation) to this idea.

There might be some syllable reduction or deletion dependimthe respective speech tempo,
but either a syllabic consonant remains or the syllable ispietely deleted. This does not affect the
overall representation.



2. Thelemma The lemma is the morphosyntactic representation of the con
cept.

3. Theform: The form describes the phonological representation ofcthre
cept.

Following Dalrymple and Mycock (2011), | will refer to thertena ass(yntactic)-
form and to the form agp(honological)-form The s-form represents the mor-
phosyntactic representation of a concept; its realisaiamterminal node of the
c-structure. It carries morpho-syntactic informatiom. evord-class, tense or sub-
categorization frames, which is subsequently processeatidogrammar. The p-
form, on the other hand, encodes information about syllstrlecture, word stress
(if applicable) and an IPA transcription of its phoneticregentatiort. In (1), () in-
dicates the nucleus of the primarily stressed syllabldéallg structure is indicated
by periods.

(1) The p-form of the lexical entry fdlibersetzen{German, ‘to translate’)

concept | p-form
translate | /y:.be.zZe.tsn/

S-form and p-form are two different aspects of the same qundteey represent
two sides of one coin, and while they may look very differentd &ncode very
different information, they still represent the same cotheir concept. This close
relationship has been similarly described before, regantLFG by Dalrymple

and Mycock (2011). | would like to build on that work and shoamnhthese two-

dimensional lexical entries are essential (but not omeipitfor the disambigua-
tion of ambiguous p-forms and s-forms and how this relatigmsvorks in both

directions.

2.1 Disambiguating s-forms via word stress

As can be seen in (1), the phonological form includes infaimmaon word stress.
Word stress is especially helpful for the disambiguatioreleiments, which have
an identical morphosyntactic representation, but belongifferent concepts. In
English, for example, the word accent can differentiatevben lexical categories
(e.g.,permit(noun) vs.permit (verb)); thus, depending on the position of the word
stress, a specific lexical entry is chosen and further peeckby syntax as eiher a
noun or a verb with its respective c- and f-structure repriedmns. The grammar
does not rely on a specific representation of phonologicatstre to differentiate

2Note that one lexical entry can include many p-forms, as thay differ according to dialect,
speech register and other external reasons. | follow Lamnd Reetz (2002, 2010), who assume
the p-form of the lexical entry to be an abstract and undeifipd representation of phonological
features, which allows them a flexible treatment of diffénehonetic representations of the same
concept. However, in order to simplify the p-form represgion in the lexicon, | will depict the IPA
‘standard’ pronunciation.



between the two concepts, because this distinction istiregpresented by the
syntactic structure, which encodes information on theaethge lexical category
extracted from the lexicon.

However, consider German, where the difference in wordstd®es not nec-
essarily represent a difference in lexical categories.eH&(phonological) repre-
sentation of word stress in a grammar projection is esdent@der to recognize
the exact meaning of the sentence. Consider the Germariibersetzenwhich
can mean ‘to translate’ or ‘to cross over'. The first verb isaadard verb in Ger-
man; the second one, on the other hand, is a particle verlwhvdain be split in
certain syntactic environments. However, there are alsstoactions (verb-final
sentences), which will prevent a disambiguation by measymtiax. At this point,
the phonological information is essential: While the siisrof the two concepts
are identical, the respective p-forms show a differency.({the word stress is on
the first syllable, the associated concept would be ‘to cowss'. If, on the other
hand, the word stress is on the third syllable, the conceptduae ‘to translate’.

(2) S-string: Lass uns Ubersetzen
Let us translate / cross over

Lexical entry:

concept | s-form p-form
translate | Ubersetzen (V) ly:.be.zets.nf
cross over| Ubersetzen (Particle-V) /'y:.be.zets.n/

If this information on word accent is available ‘outside’tbé lexicon (e.g., in form

of a speech signal representation), a disambiguation ohimgacan take place.
Syntactic analysis on its own, on the other hand, canncerdifitiate between the
two verbs.

2.2 Disambiguating p-forms via spelling and syntax

While the example in (2) shows disambiguation via informatirom the p-form
of an ambiguous s-form, syntax is, on the other hand, oftededto disambiguate
ambiguous p-forms. This can be seen in (3), where the p-fétGeoman fpinon/
(‘spiders’ / ‘to be crazy’ / ‘to spin’ (with a spinning wheegljefers to several con-
cepts.

3) concept | s-form p-form
a. | spiders | Spinnen (N)| /[pmon/
b. | be crazy| spinnen (V) | /fpinon/
C. | spin spinnen (V) | /fpmon/

On the basis of the different word category, (3a) can be disgurated from (3b)
and (3c) with the help of the s-form in that the position of Wrerd in a sentence
gives an indication of its word-class and as a consequeridés concept. The



ambiguous p-form cannot be disambiguated via the lexicontddies on the con-
nection of the s-form to the s-string and the c-structurestmive the ambiguity
between the verb and the noun. This is also true for the diim between (3b)
(‘to be crazy”) and (3c) (‘to spin’), which have completelientical lexical entries
and cannot be disambiguated on the basis of the lexicon dnlyhis case, the
former is an intransitive verb and the latter a transitivebya distinction, which
is part of the verb’s internal features, but needs to be veddh the syntax, where
the respective arguments are applied. Thus, while thedexie essential for the
alignment of p-form and s-form and for the resolution of freqtly occuring am-
biguities on the lexical level, other cases have to be resblvith the help of other
levels of grammar.

3 The Strings

The notion of p- and s-string has been discussed before byple and Mycock
(2011). While I agree with their notion of the s-string, | iblike to extend their
notion of the p-string.

The s-string on the one hand represents the orthographisadiled out text
with the appropriate s-form/concept boundaries, readyfdher processing in
c-structure. The p-string on the other hand isadstract representationf the
speech signal, which is, by definition, a sound wave and tbusisible to the eye.
Thus, the p-string as described here is simply a phonolbggpaesentation for the
reader, displaying information on syllable structure, pdmic representations and
word stress (in the style of the respective lexical entries)

Like p-form and s-form, p-string and s-string are two sidéthe same coin:
the information from prosody is minted on one side and theptmosyntactic rep-
resentation is minted on the other side. However, the cdirhas the same value
(the concept of the string) and both sides contribute toqsession.

s-string:  lass uns Ubersetzen
‘ “let us cross over”

|
|
concept lemma form |
translate | Ubersetzen| /y:.be.zets.n |- - - -0
cross over| Ubersetzen| /'y:.be.zets.n/ '

|
p-string: Laswns.y:.be.ze.tsn

Figure 1: The relationship between s- and p-string

P-string and s-string are aligned with one anoher via theedex That is, the
lexicon serves as a look-up instrument for pieces of infdiona A specific speech
signal would thus be tokenized into sets of syllables anghelil with possible
lexical entries which are of the form described above inise@. At this point, itis
quite clear that the ‘way’ from the speech signal to the retpe c-structure is not
a “pipeline” as proposed by Bogel et al. (2009), but ratheaallel process, where



c-structure helps to disambiguate and tokenize the outiilieospeech signal on
the one hand, and p-form entries (and p-structure as we edlirs section 5) help
to disambiguate syntactically ambiguous concepts/cockstins on the other hand.

Although the representation of the p-string provided hémeagdy conveys in-
formation about the phonological/prosodic side of a sfringwust be understood
that the p-string is merely a partial visualization of thietdance’s sound wave. The
speech signal itself carries much more information, ehg. specific intonation of
an utterance, the length of the breaks or the rhythmic grgupf the units. This
information is captured in p-structure.

4 P-structure

Prosody is the aspect of grammar which is connected to thechpggnal. This
includes intonation, rhythmic grouping and stress, andnf@mation connected
with each of these subcategories of prosody (e.g., infaomatn intensity and
duration of single elements). Each of these aspects hasedarowing attention
among researchers, but the most debated topic within piosegbarch is probably
the theory of the Prosodic Hierarchy, as proposed by Se(k@84, 2011), which
separates the elements of the speech signal into (rhytilyrdaaps according to in-
dications given by phonological processes, intonatiotepag or other indications
in the speech signal. These rhythmic groups are orderedrbfecally (Figure 2).

I nt P intonational phrase

!

% phonological phrase

1

w prosodic/phonological word
1

g

syllable

Figure 2: The Prosodic Hierarchy

As mentioned in the introduction, the exact nature, number definition of the
prosodic units is quite controversial. The problem is thatgpeech signal mostly
consists of a continuous string. Boundaries to indicatesqmtiz units (be they
prosodic words or phrases) might exist, but are not nedgssaliable. If, for
example, the sentence in Figure 1 (“lass uns Ubersetzerspoken with a cer-
tain speed and intonation, the signal will give no indicasi@f where to put the
prosodic boundaries.

The approach pursued in this paper therefore shifts thesfoprosodic group-
ing to the information received from the speech signal agslttiis information to
the basic rhythmic unit, the syllable. However, it retaihe ability of encoding
prosodic grouping if need be, because the relevant inféom#étiepending on the



theory: the foot, the pauses, tlig-pattern, or a mixture of the three) is still avail-
able and can still be interpreted as grouping information.

4.1 Previous approaches within LFG

Within LFG, the prosodic aspect of grammar has not (yet)ivedemuch attention,
although some attempts of encoding prosodic informatighiwiLFG have been
undertaken, the first one being Butt and King (1998), who dadgrosodic struc-
ture in an attribute value matrix (AVM) projected from cigtture on the basis of
prosodic units.

This was followed by O’Connor (2004), who combines the higlueits ( nt P
and ) of the Prosodic Hierarchy with a rough description of theesth signal’s
fundamental frequency by means of the ToBI framewbhk.contrast to the AVM-
approach of Butt and King (1998), he chooses a tree-likeesgmtation in order
to avoid an intermediate projection between the AVM and thiegsitself on the
one hand and to encode hierarchical structures betweenvth@rbsodic rhyth-
mic units, based on the annotated high and low tones, on tiex band. While
Butt and King (1998) view prosodic structure as being prgiedrom syntactic
structure, O’Connor treats syntax and prosody as indepe¢nmiejections. Bogel
et al. (2009) follow this view of parallelism and discuss aga of mismatches
between syntactic and prosodic grouping. They do not enacs#gparate prosodic
representation per se, but include prosodic bracketirgtirg syntactic string.

Dalrymple and Mycock (2011) (building on Mycock 2006) depelan elab-
orate prosodic representation to account for comma intumaind question into-
nation. They view the string as being at the heart of the ptigje architecture
and use it as the intermediate step between a prosodic @#eedlon the prosodic
units as described in Figure 2) and the c-structure treeddiitian, they project
two further structures, which contain the bracketing infation relevant for the
alignment of the syntactic and the prosodic string, infdiomaon the intonational
contour, etc.

All of these approaches encode a specific set of informagtavant for a spe-
cific phenomenon. While some approaches have a broadertipbtEng., Dal-
rymple and Mycock 2011), others are too narrow for a widegeaaf prosodic
phenomena (Bogel et al. 2009). Most use either the tre@septation or an AVM-
approach to encode prosodic representations. As we wijllbsdle representations
are suboptimal when it comes to representing prosodictstieic

4.2 The representational problem

Within LFG, several ways of representing prosody have beepgsed. These
representations can be divided into two categories: Thelased representations

3ToBI represents conventions for assigning High and Lowsdnehe fundamental frequency of
a speech signal, thus describing relevant aspects of thiegitibnal contour (Silverman et al., 1992).



(Dalrymple and Mycock 2011, O’Connor 2004) on the one hand, the AVM-
approach proposed by Butt and King (1998) on the other hand.

The tree-based representation relies on hierarchicaltates and allows only
for a single aspect of the prosodic information to be encod@donnor (2004)
uses the tree to encode the intonation of a sentence via tBéar@otation scheme.
On the basis of this annotation, the prosodic grouping isessmted in the string
via bracketing. Further information given by the speecmalds not encoded
within this approach. Dalrymple and Mycock (2011), on thieeothand, use the
hierarchical structure of the tree to represent the unithefprosodic hierarchy.
Further information (e.g., on boundaries, intonation¢disse functions) has to be
projected into a separate (AVM) structure, which servesdatarmediary for the
remainder of the grammar.

While syntactic structure is hierarchical, the inhererttureof the speech sig-
nal is linear; thus, a hierarchically organised represimtds not necessarily the
right representation. There is no doubt of a certain rhythgmbuping of units,
but these mostly apply to more complex constructions andarene aspect of
the speech signal. For the majority of four-word sentenites,grouping is rather
irrelevant, as can be seen in (4). The respective tree canvieny different de-
pending on either the theory of phrasing (i.e., which elethare phrased together
on the basis of which reasons) or the speech tempo and q(edityal, slow, ...).
(4a) and (4b) show two possible encodings.

4) a. IntP b. IntP
| |
¥ 14
|
c/u w w w
(John) (went to school) (John) (wentto) (school)

Furthermore, a tree structure is always bound to one pesafifect out of all pos-
sible aspects of the speech signal. Additional informatione.g., intonation has
to be stored in an extra structure projecting away from (Aod depending on) the
elements of the tree-based structure. Thus, a represent#tip-structure should
not be built on the less fine-grained and highly variable gingaof hierarchically
organised prosodic units, but should provide a fine-graapgaroach to the utter-
ance by enabling the description of various aspects anddaf¢he speech signal
in combination with the smaller prosodic units encountédred sentence (in the
p-diagram approach, this would be the syllable).

In contrast to the tree-based representations, the AVMesire provided by
Butt and King (1998) allows for the representation of a brepdctrum of infor-
mation in that the attribute value pairs can encode sevepaics of a speech signal
in one structure. However, typical LFG AVMs, for exampldifusture, do not rep-
resent information in a linear order. If an AVM-approach igsued, the AVM
must include information on precedence relations; othewan extra ordering in-
stance between string and structure is needed. Apart fresetbrdering issues,



the AVM has another drawback: If the speech signal and alhiises are to be en-
coded into an AVM and its inherent attribute-value pairg, &/M would grow to
an enormous size. For two single syllables, the correspgn&V/M would already
be quite large (Figure 3).

— VALUE: IPA representation of the syllable.

[VALUE [ra]_ — STRESS present + or absent.
sylly | STRESS + . . o
— RHBT: right hand break time- indicates the
TONE H . . .
L . length of a break following this syllable in re-
VALUE  [vi] lation to other breaks in the sentence (1= short
sylly | STRESS — break, 3= long break).
RHBT 3 oo ) .
L L 41— TONE H indicates a high tone in the pattern of

the fundamental frequency (the “melody”).

Figure 3: A possible AVM-representation oévi/

Thus, while the AVM is, in principle, able to encode the raletinformation, the
representation is not the most desirable one. With morerirdton added (e.g., on
syllable length or intensity), the AVM representation wibgjuickly grow in size
and, in parallel, become less clear and thus less intelpeeta

For this reason, | have developed a new representation,hvd)ieneets the
desideratum of a fine-grained representation of the spdgaolalshb) allows for
easy extraction of relevant information and c¢) providesragact representation.

4.3 A new approach: The p-diagram

The approach presented in this paper does not view p-steuetsl an attribute-
value matrix or a prosodic tree. Instead, the speech sigeal the sound wave)
is transformed into a human-readable way by describingmdifft aspects of the
signal in relation to the syllables and the breaks in betwbese syllables. These
calculations depend on the nature of intonation patterdsstness behavior, e.g.,
the fact that the general level of the fundamental frequéricfthe “melody”) will
decrease towards the end of the sentence. Thus, diffeseslaf information are
extracted from the speech signal, e.g.,

» The basic rhythmic unit (the syllable)

The stress pattern of the syllables (word accent, in coatigin with lexicon)

The stress of the overall sentence (sentence accent)

Possible pauses and their time frames

The fundamental frequendy, indicating the intonation pattern



* ... and other relevant aspects as they are needed for thysiaref a specific
prosodic phenomenon

All of these variables are connected with the each syllala¢he following func-
tion, which decribes the relevant information as an ordéiséd.e., a vector.

®) S(u(n), )
(WhereSis the syllableyu is the vector ana is the index of the syllable)

That is, each syllable of the p-string and each pause betiwaentrings of sylla-
bles receives a vector, which includes the relevant inftionaas an ordered list.
The result is a set of vectors, which include ordered infdioneof different speech
signal dimensions in relation to the syllable of the p-gtrifhese vectors can be
generalized as

value Jy:/
.| stress . . prim
S: Fy (n)  which would yield, e.g., S T D

for a specific syllables, which would be the first syllable in a string with the value
ly:/, and which carries primary stress and a high tone. Withtector formula, the
speech signal is transformed into a bundle of syllable-déget vectors, encoding
the prosodic information as it is related to the specificady# in the speech signal.
This set of vectors is then read into a representation, wikisimilar to a di-

agram, where the syllables and the pauses encountered sigtied are the basic
entities of the prosodic representation (the ‘x-axis’). ©Op of these basic enti-
ties, layers which include different prosodic informatifing., stress patterns or
intonation) are added (the ‘y-axis’).

Pause - - - - 3
Fund. Freq.| H* L - - -

Vector

Stress prim - sec - -
Syllables ly:l Ioel [zel ftspl -

Vectorindex| S; Sa S3 S4 Ss .. —
Figure 4: The p-diagram dfy:bezetsrv (‘to cross over’)
Via the general variable on the y-axis and the respectivalsgl index on the x-

axis, every value of the p-diagram is accessible. For exanip stress value of the
third syllable can be extracted directly from the diagraim thie relevant function



[S3, STRESS, which would returnsTRESS= SEC (for secondary stress). For an
extraction of all syllable-values of the utterance §y,LLABLES] would return a
list of all values found at the position of tlerLLABLES of each vector, that is, all
x-axis values for this y-axis variableYLLABLES = /y:/ /bel [zel ts.

A special ‘syllable’ isSs in Figure 4. It encodes a pause in the speech signal
with the value 3 (long break, as opposed to the value 1, whidodes a short
break (Silverman et al., 1992)). For processing reasois hiich easier to treat
the pauses as special ‘syllables’ instead of encoding phegence on the syllable
to their left or right. Thus, apart from its pause value, aggauector contains
epsilons (-) for the other variables.

Note that the p-diagram could easily include more layers,, éformation
on the length of each syllable. It is not, per se, hierardlyiazonstructed, but
depicts the speech signal in a linear way. However, the pidissiof encoding
prosodic units and the implied hierarchies is given. Fomgxa, a notion like
[R PHP] as used by Dalrymple and Mycock (2011) to represemntitiht edge of
a phonological phrase can be easily encoded within a veawbretrieved from
the p-structure if an analysis of prosodic phrasing is ddsirDepending on the
theoretical assumptions of the researcher as to which elsméthe speech signal
encode prosodic units, these prosodic units can be extréis the p-diagram
and its representation of speech signal elements. Thegpadisis thus a ‘neutral’
representation of a speech event on whose basis the inditttories of prosodic
phrasing can be projected.

Figure 5 gives a general overview of the architecture pregas this paper.

syntax
|
|

s-string
|
lexicon :
[ concept [ s-form | p-form |- - - -0
|

|
p-string «——e———| speech signal

stress
ple| ro | o)

p-structure

prim -
Iyl Izl
S1 S

Figure 5: An architectural overview

In this architecture, s- and p-string together with thederi are at the heart of
the grammar. While p-string and speech signal seem to bereiiff structures



in this figure, they are, in fact, one unit, where the p-stningrely representsa
sound wave. A bundle of vectors carrying prosodic infororain relation to each
syllable is extracted from the speech signal and projeateotdtructure via the
correspondence relation P-structure displays the content of these vectors in a
compact and easily accessible way via a p-diagram.

5 Disambiguating coordination

There are several aspects of the speech signal which avamete structures in the
grammar. At this point | will show how the information exttad from the speech
signal can help to disambiguate syntactically ambiguousesees. Consider the
syntactic phrasing possibilities of the coordination ijt (6

(6) Raviand Amra or Karla

a) b)
NPcoord NPcoord
NPcoord Conj NP | NP  Conj NPcoord
NP Conj NP ‘or KLrIa Rszi a‘nd NP Conj NP
Rszi a‘nd A‘mra An‘wra c‘)r Ke‘lrla
(RaviA Amra) v Karla RaviA (Amra Vv Karla)

The two possibilities of phrasing for the coordination i) ¢@rrespond to a fun-
damental difference in interpretation. The syntactic tre6a) groups Amra and
Ravi and opposes the two to Karla, while the tree in (6b) tdkag and groups
him with either Amra or Karla. However, the s-string doesaitiw for a syntactic

(and semantic) distinction between the two choices. Whigeststring and syntax
are thus not able to disambiguate the sentence, p-strustabde to do so. The dif-
ference can, for example, be seen in an oscillogram of theeafentence (Figure
6), which represents (in short) the ‘waveform’ of the signal

Ravi Amra or
faiaa| ( \J —
¥ ' i . ————
il i i T i [

Figure 6: oscillogram for c-str. (6a) on the left and c-gbb)(on the right



Clear break affemra
Clear break affeavi

left oscillogram (c-str. (6a)):
right oscillogram (c-str. (6b)):

These pauses in the speech signal give a clear interpretattbe intended group-
ing# In the specific case of grouping, further indicators wouldHeepitch in the
fundamental frequency (below the waveforms) and a postébigthening of the
last syllable ofAmraon the left andRavion the right. For c-structure (5b) and the
associated speech signal on the right of Figure 6, the fallpwectors represent
the relevant part of the signaRavi + pausg

pause — — 3
length 20ms 25ms —

S: Fy n) = S L |(); S| Hx |(2); S:| -1
stress prim — —
value /ra/ Jvi/ -

Figure 7: Vectors representing the speech sigRal{ + pausg

These vectors are encoded in the p-diagram in Figure 8.

Pause - - 3
Length 20ms 25ms -
ISi Fo L H* -
D -
> Stress prim - -
Value fra/ il -
Vectorindex| S; S, S3

Figure 8: The p-diagram dRavi + pause

The relevant information for the syntactic disambiguatt@m be retrieved from
various variables and vectors. The most important factdahis constellation is
the break after the strinBavi ([S3, PAUSH). Further indication comes from the
long second syllable §,, LENGTH]) and the high tone on this syllableS{, £y]).
For the specific problem of grouped coordination, | will oméfer to the break
information®

The information on breaks and the resulting boundaries isaatomatically
transferred to another structure of the grammar, as it iask i Bogel et al. (2009),

4Such a clear-cut break is not always available, as has beed hy e.g., Allbritton et al. (1996).
However, speakers who are aware of the grouping intentiodyme signals similar to the one in
Figure 6.

The tone and length indications have to be calculated itioel#o the tones and length of other
syllables in the sentence. While the tone information camtezpreted by itself as well, the length
information has to be encoded differently for it to be megfuh | leave this for further research.



and to a certain extent with Dalrymple and Mycock (2011), rehine prosodic
constituents are matched against and aligned with the dimt@onstituents. In-
stead, the necessary information about possible breaksgiestedy the respec-
tive structure. For the ambiguous noun coordination, thigld result in an anno-
tation like the one in example (7).

(7) NPcoord — NP Conj NPcoord
(Tr=10 SNmaz+1 PAUSE) =C 4

OR NPcoord Conj NP

(7) shows a (simplified) NP-coordination rule, which allofes a choice between
the two groupings introduced in (6). The first rule represdRavi A (Amra Vv
Karla)] (tree 6b) and the second one [(RavAmra) v Karla] (tree 6a). Encoded
under the first NP node is a restriction, which a) shows thie {ilaé correspondence
relation), b) indicates the relevant syllable vector andar)strains the value of a
specific attribute. The path describes the relation betwwerstructures and thus
refers to the general idea of correspondence, which allowthé parallel descrip-
tion of different aspects of linguistic information and tresulting dependencies
(e.g., Halvorsen and Kaplan, 1995; Kaplan, 1995; Asude®6R0rhe correspon-
dence relation from this c-structure node to p-structudescribed by the compo-
sition of the inverse correspondence relation from c-smecto the string4—!)
and the correspondence relation between string and pisteup).

As discussed in sections 2 and 3, | view the p- and s-stringvasparts of
the same entity. The two representations are aligned wétihétp of the lexicon,
which encodes both the p-form and the s-form of all lexicaties. This means es-
sentially that any s-string element ‘knows’ the correspogdragment of syllables
of the p-string. Thus, the s-string elemdRavi and the p-string fragment /ra.vi/
are interlinked. The projection from p-string to p-struetis then managed via the
relation p; the vectors and the related p-diagram have been discus$édures 7
and 8. The functional correspondence relation betweendtpasiructure can thus
be described by the following formula:

p(m=(f))

However, in this specific case, it is not the information oé @f the corresponding
syllables that is of interest to the syntactic rule, but thege, which follows the
last syllable. This fact is captured by the annotatif,,...+1, which refers to the
syllable with the maximum index (the last one in any slicej adds to this index 1
(S2+1=2S53). Ifthis syllable vector has a pause value of 3, then thedistucture
rule in (7) is parsed. If it is another syllable as would be ¢hse with the reverse
grouping in tree (6a), this syntactic rule would not applg #me second one would
be parsed.

®The second possibility could also carry constraints relatethe corresponding speech signal.
These have been left out for reasons of simplicity. Furtleeeqit would probably be more appropri-
ate to implement an OT-constraint instead of an all-or-imgticondition. | will leave this for further
research.



Figure 9 shows the architecture in relation to the (parfiabsing of the strindRavi
and Amra or Karla where the associated tree is parsed according to the iaform
tion on the pauseds) in the p-structure.

NPcoord
NP  Conj NPcoord
Ravi and NP Conj NP
Amra or Ke‘arla

‘I T

\
Ravi and Amra or Karla

\
lexicon [
concept | s-form | p-form I
[name] | Ravi ravil |- ---0
|

\

Ira.vi.eendam.raor.k ar.la/«——e—— speech signal

20ms
P S: L @; ...
prim
/ra/
p-structure
Pause T - - 3
Length 20ms  25ms -
& |Fo L H* N
(&) -
Stress rim - -
g p
Value Ira/ Wil -
Vectorindex Sy So Ss3 —

Figure 9: Partial processing fRavi A (AmraV Karla)]



6 Conclusion

This paper presented a new approach to p-structure in $evaya: First, the p-
diagram presented in this paper is not based on the unite &fribsodic Hierarchy,
as it is the case in Bogel et al. (2009) and Dalrymple and Mid@011). The
reason for this is that the exact hierarchical structurehef different units, the
recognition of these units within spoken language and tlenplogical theories
behind these units are very controversial. Instead, thegraim approach bases
the representation of the speech signal on the notion ofytiteoke, because syl-
lables (or at least the nucleus of a syllable) is considendukta very stable and
easily recognized unit in the speech signal and is, in centoae.g., phonological
phrases, not as sensitive to external factors like speechae Furthermore, the
syllable is ‘small’ enough to allow for a fine-grained an#ysf the speech signal,
i.e., the syllable allows for a closer look at the phonolag&vents within its range.

Second, the notions of the prosodic tree and the prosodic Néké replaced
by a more compact, linearly structured and easily accessépresentation, the
p-diagram The p-diagram is composed of syllable-based vectors, wtiatain
different aspects of prosodic information connected tar ttespective syllable in
the speech signal itself. The vectors and thus the resyftidggram can be con-
structed according to the specific needs of the prosodicgrhena to be analysed.

The p-diagram approach is theory-independent, in thatds dmt assume the-
ories of prosodic grouping according to hierarchical apphes (except for the
syllable, which is, however, uncontroversial). Furthereat does not make pre-
dictions about the alignment of prosodic and syntacticsuttitis able to encode all
of the above aspects on the basis of the speech signal informencoded in the
p-diagram.

It is not the basic intention of this approach to align sytitaand prosodic
structures or to project prosodic events per se into othactstres; instead, the
information is depicted in the p-structure component itaeld can be retrieved
from the relevant projection in the grammar (e.g., the NPrdioation rule in c-
structure) via the composition of correspondence relatidrhus, the focus shifts
from prosody back to other structures, where specific infdionm from the speech
signal is of relevance and can be checked in an easy and compgcvia the
correspondence relation of any structure to p-structure.
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