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Abstract

This work investigates the current performance capabilities of LFG f-
structure based transfer machine translation. Our empirical evaluation com-
pares transfer-based machine translation performance to state of the art ma-
chine translation. Our investigation reveals that although the LFG-based
approach under-performs compared to state of the art method in general,
when the evaluation is restricted to translations where the target language
f-structure falls within coverage of the generation grammar, the LFG-based
system can in fact achieve higher coverage of unseen data in addition to im-
provements in translation quality.

1 Introduction

Essentially, machine translation (MT) systems need to accomplish two things:
translate the source language (SL) word into the target language (TL) and pro-
duce these words in the correct order for the TL (Koehn, 2009). Approaches to
MT use different levels of linguistic analysis for translation and divide the tasks
involved in the translation of words and word order between analysis and gener-
ation components and a transfer component. The shallowest approach translates
a SL surface form sentence directly into the TL, assigning the tasks of translating
both words and word order to the transfer component, as in Phrase-Based Sta-
tistical Machine Translation (PB-SMT) (Koehn et al., 2003) for example. At a
slightly deeper level of analysis, such as Phrase-Based Factored Models (Koehn
and Hoang, 2007), transfer involves translating the lemma form, morpho-syntactic
information and word order to the TL. Deep syntactic analysis goes a level deeper
and transfer now involves translating SL syntactic representations such as depen-
dency relations, lemmas and morpho-syntactic information to the TL. Even deeper
again we have semantic analysis, with transfer translating between SL and TL con-
text and meaning representations, relations, roles and (possibly) morpho-syntactic
information. Finally, an interlingual analysis assigns the entire translation task to
the analysis and generation components, with no transfer required, since the repre-
sentation itself is entirely language independent.

Although increasing the depth of analysis can potentially decrease the diffi-
culty of translation, there is the inevitable trade-off as a deeper analysis increases
the difficulty of analysis and generation. In addition, when we divide the task of
translation into separate components in a pipeline architecture, we need to consider
how well each step in the pipeline fits together. The output of the parser used for
analysis must be the input expected by the transfer decoder, and likewise the trans-
fer decoder output must provide good input for generation. In addition, the use of
parsers and generators to a deep level of analysis can also restrict the number of
translation hypotheses reached by the search. For example, if generation is only

TThis work was partly funded by a Science Foundation Ireland PhD studentship PO7077-60101.



possible on the sentence level, as opposed to the word level, significantly more
pruning of translation options may be necessary.

2 Deep Syntax for Transfer

Deep syntax, such as the Lexical Functional Grammar f-structure (Kaplan and
Bresnan, 1982; Bresnan, 2001; Dalrymple, 2001), has been used in transfer-based
machine translation (Riezler and Maxwell, 2006; Bojar and Haji¢, 2008; Graham
et al., 2009) as it provides a good level of linguistic analysis for machine transla-
tion, for several reasons:

e The reordering model, required by PB-SMT and shallow-syntax approaches
is one of the most challenging models to devise (Koehn, 2009; Chen et al.,
2006) and is not required for deep syntactic transfer. Source language (SL)
word order is eliminated from the translation process since translation hap-
pens at the deep syntax level, abstracting away from surface form word order
differences.

e The number of nodes in a deep syntactic representation is linear in sen-
tence length, avoiding complexity problems encountered with shallow syn-
tax based approaches (Deneefe et al., 2007; Deneefe and Knight., 2009).

e Non-terminals are allowed in transfer rules to map pieces of SL structure
to the correct position in the TL but in a much more constrained way than
in, for example, Hierarchical Models (Chiang, 2007) avoiding the severe
pruning necessary for decoding in other parsing-based approaches (Li et al.,
2009).

e Decoding can be carried out via a top-down application of contiguous trans-
fer rules, so there are no gaps between TL words, eliminating the need for
sophisticated heuristic language modeling techniques such as cube-pruning
(Chiang, 2007), for example.

e Morpho-syntactic information for source and target sentences is present in
deep syntactic representations, enabling the use of statistically richer Fac-
tored Models (Koehn and Hoang, 2007) also increasing coverage of inflec-
tions of lemmas not observed in bilingual training data.

This work focuses on investigating the current feasibility of deep syntactic
transfer by comparing performance of two publicly available machine translation
systems and to provide as meaningful a comparison as possible, we use two sys-
tems that are trained fully automatically. As such, we compare English translations
of German text using the publicly available state-of-the-art phrase-based statistical
machine translation (PB-SMT) system, Moses (Koehn et al., 2007) with transla-
tions produced by Sulis (Graham, 2010), a (also publicly available) transfer-based
SMT system that uses the LFG f-structure as the intermediate representation for



transfer. Although Sulis is in fact linguistic theory independent, with the only re-
striction being that input and output structures are deep syntax, the system was
initially developed for LFG f-structure transfer, and therefore is fit for the purpose
of our empirical comparison. In addition to investigating just how far off state-of-
the-art performance the LFG f-structure transfer system currently is, we are also
interested to know if the deep syntax SMT system produces the same kinds of
translations as a PB-SMT system, examining one syntactic construction in partic-
ular, compound nouns. We investigate if for this particular syntactic construction,
if the LFG-based system achieves state-of-the-art performance by providing a hu-
man evaluation of translations of a sample of compound nouns occurring in the test
data.

3 LFG-based Transfer and PB-SMT Comparison

3.1 Experimental Set-up

German and English Europarl (Koehn, 2005) and Newswire sentences length 5-15
words were parsed using using LFG Grammars (Kaplan et al., 2004; Riezler et al.,
2002), resulting in approx. 360K parsed sentence pairs, applying a disambiguation
model to select the single best parse for each input. A trigram deep syntax lan-
guage model was trained on the LFG-parsed English side of the Europarl corpus,
with approximately 1.26M English f-structures (again using only the single-best
parse) by extracting all unigram, bigram and trigrams from the f-structures before
running SRILM (Stolcke, 2002). The surface-form language model, used after
generation, consisted of the English side of the Europarl, also computed using
SRILM. Word alignment was run on the training data yielding an alignment be-
tween local f-structures for each f-structure pair in the bilingual training data. All
transfer rules consistent with this alignment were extracted. Minimum Error Rate
Training (MERT) (Och, 2003) was carried out on 1000 development sentences for
each configuration using Zmert (Zaidan, 2009).! Parsing and generation were car-
ried out using XLE (Kaplan et al., 2002) and LFG Grammars (Kaplan et al., 2004;
Riezler et al., 2002). We restrict our evaluation to short sentences and use the test
set of Koehn et al. (2003), which includes 1755 German-English translations.

We compare the performance of a state-of-the-art PB-SMT system, Moses
(Koehn et al., 2007), with the LFG f-structure transfer-based system (Graham,
2010). In our investigation, we examine if the LFG-based system produces the
same kinds of translations as the Phrase-Based system, focusing on one specific
syntactic construction, the compound noun (CN), to observe if, for this particular
syntactic construction, the f-structure system can achieve state-of-the-art perfor-
mance in a human evaluation of the first 100 CNs in the test data. The same data

!Settings for MERT training were as follows: beam=20, m=100, k=1, k-option=shortest. MERT
was carried out separately for each method of word alignment. In all other experiments weights for
the LFG-INT configuration were used.



Bleu Correct CNs | Fuzzy CNs | Precision Grammar Coverage
LFG | 17.29 % 56 % 25 % 38%
PB 30.70 % 54 % 22 % n/a

Table 1: LFG f-structure transfer and PB-SMT comparison

as in previous experiments was used for training and testing of both systems. For
training the LFG-based system, we use technologies described in (Graham and van
Genabith, 2008; Graham et al., 2009; Graham and van Genabith, 2009, 2010a,b).
Configuration settings for the LFG-based system were as follows: word alignment
— deep syntax intersection, no rule size limit , beam size of 100, m-best list size of
100 and non-deterministic generation (allstrings XLE option).?

3.1.1 Results

Table 1 contains automatic evaluation results for the f-structure transfer (LFG) sys-
tem (17.29 Bleu) compared to the Phrase-Based (PB) system (30.7 Bleu) showing
the degree to which the LFG-based system currently under-performs compared to
state-of-the-art.> For CNs, however, the LFG-based system performs at least as
well as the PB system by translating 56% CNs correctly and 25% in a way that
contributes at least some correct meaning to the translation (labeled fuzzy correct),
while the PB system translates 54% correctly and 22% as a fuzzy translation, in
our human evaluation.*

Table 2 contains results for the 38% of translations that were within coverage of
the precision grammar used for generation, showing the PB system (32.69% Bleu)
outperforming the LFG-based system (27.85% Bleu), by almost 5 Bleu points ab-
solute. Due to the possibility of (ngram-based) Bleu unfairly biasing in favor of
the PB system, we include results for human-targeted Bleu, NIST (Doddington,
2002), METEOR (Banerjee and Lavie, 2005) and TER (Snover et al., 2006, 2005)
automatic evaluation metrics using reference translations produced by post-editing
the first 150 translations from each MT system (Snover et al., 2006). Results for
this evaluation show that the LFG system (73.12% Bleu) in fact outperforms the
PB system (70.8%) by a little over 2 Bleu points absolute for translations within
coverage of the precision grammar used for generation. We also include the num-
ber of untranslated words for the LFG-based system (2 words) and the PB system
(34 words), showing that for translations in-coverage (by in-coverage we mean the
input sentence achieves a full parse by the source language precision grammar)

2See http://www2.parc.com/isl/groups/nltt/xle/doc/xle.html for further details of available op-
tions with XLE.

3The unfair bias of ngram-based Bleu metric in favor of Moses should be noted, and is discussed
later.

*It is worth noting that it is highly likely that the LFG-based system would not perform as well
on a test set of unrestricted sentences length due lower parser coverage of long sentences.



Bleu | HBleu | HNIST | HTER | HMETEOR | Untrans. Words
LFG | 27.85 | 73.12 | 8.3602 | 20.74 82.80 2
PB 32.69 | 70.80 | 8.1710 | 23.63 86.00 34

Table 2: Precision grammar in-coverage comparison with state-of-the-art. Note:
H-Bleu = human targeted Bleu for 150 post-edited reference translations (similar
to HTER (Snover et al., 2006))

of the precision grammar, the LFG-based system also achieves higher coverage of
unseen data.

3.1.2 Discussion

Automatic evaluation results for the entire test set suggest that the LFG-based
system under-performs significantly in comparison with state-of-the-art (Table 1).
However, the results are unfairly biased in favor of the PB system, due to a combi-
nation of the Bleu evaluation metric being ngram-based with legitimate syntactic
variations in the LFG system output. The difference in results is, however, too large
to claim that this is entirely due to this bias. Table 4 shows a random selection of
translations produced by the LFG-based system from the entire test set.

Human evaluation of 100 CNs shows that the LFG system does in fact achieve
state-of-the-art performance for this particular syntactic construction, however. In-
terestingly, the intersection of the CNs that both the LFG and PB systems translate
correctly is quite small, with the LFG-based system correctly translating 30% of
those not translated correctly by Moses, and Moses correctly translating 23% of
those not translated correctly by the LFG-based system, suggesting the possibility
of a hybrid MT system (similar to (Eisele et al., 2008; Chen et al., 2007; Eisele,
2005)) or that deep syntax parsing could be used to improve translation of CNs for
PB-SMT. Table 3 shows a selection of CNs taken from the entire test set for the
PB and LFG systems. The LFG system achieves coverage of CNs not observed
in training data where component nouns were observed in training. For example,
the CN, Hafenpolitik, was not observed in the German training data, but Hafen
appears combined with other nouns a total of approximately 80 times and politik
also appears in the German training data approximately 3,400 times combined with
another noun. This CN is translated correctly by the LFG-based system but not the
PB system.

For translations within coverage of the precision grammar, i.e. where the trans-
fer decoder manages to produce a combination of lemmas, dependency relations
and morpho-syntactic information in TL structures that do not clash with con-
straints during TL generation, human-targeted evaluation results show the LFG
system achieves state-of-the-art performance for these translations, in addition to
achieving higher translation coverage of unseen data, mainly due to its ability to
learn how to translate new unseen CNs from CNs in the training data that con-



CN PB Translation ‘ LFG Translation
Wiederaufnahme Resumption

Tagesordnung agenda

Rechnungsfithrung accounts

Unternehmensneugriindungen company start-ups
Vorsichtsmassnahmen measures precautionary*
Asien-Europa-Stiftung Asia Europe Foundation
Osttimors East Timor
ASEM-Gesprichen ASEM talks
Hafenpolitik port policy
Schwerpunkt Emphasis

Hauptsache reason*

Eigenkapital capital* invested capital*
Arbeitsrecht labour law* employment legislation*
Kiistenstaaten coastal states

Subsidiaritétsprinzip

principle of subsidiarity*

Bewerberldnder candidate countries applicant countries*
Parlamentswahlen parliamentary elections* general elections
Standpunkt position* question®

Ostsee Baltic

Anderungsantrag Amendment

Dioxinskandal dioxin scare* dioxin scandal
Einteilung classification*® division
Futtermittelsicherheit feed safety
Futtermittelkette feed chain
Futtermitteln feed* means of feed*
Gemeinschaftsebene Community level Community scale*
Weltanschauung World view* world like mindedness*
weltweit in the world* worldwide*
Gemeinderatswahlen elections local*
Richtlinien directives™ directive®
Kernstiick heart* lifeblood*
Ausnahmemoglichkeiten opportunity for exceptions*
Anderungsantrigen amendments

Anderungsantriige amendments
Vertragseinhaltung Treaty compliance*
Entschliessungsantrags resolution*®

Forschungsraum research area period of Research*
Endkontrolle final*
Gegenpriifung counter examination

Table 3: German Compound Noun translations for the Phrase-Based SMT system
and the LFG-based system, translations evaluated as a fuzzy translation are marked
with an asterisk



SRC: Dies kann nicht hingenommen werden.
REF: This is an unacceptable situation.
LFG: Not one that can allow continue

SRC: Herr Prisident! Die Sicherheit verschiedener Verkehrsarten steht
ernsthaft auf dem Spiel.

REF: Mr President, safety is a serious issue for various forms of transport.

LFG: Mr President. Die of different forms of transport safety is at stake
seriously.

SRC: Das ist die politische Position.
REF: That is the political position.
LFG: That is the political position.

SRC: Natiirlich ist sich auch die tiirkische Gesellschaft dieses Gegensatzes
bewusst.

REF: Turkish society obviously perceives this contradictory attitude.

LFG: Of course ist sich the Turkish society also of this contradiction be-
wusst

SRC: Solche Gewalttitigkeit potenziert die Hassgefiihle nur noch weiter.
REF: That sort of violence only stirs up feelings of hatred.
LFG: This violation potenzieren only hate emotions further

Table 4: Randomly selected translations, original reference translations provided
(not human-targeted)



tain component nouns, in addition to achieving coverage of inflections of words
not seen in bilingual training, since we use Factored Models (Koehn and Hoang,
2007). Table 5 shows a random selection of translations for the PB and LFG sys-
tems for translations in coverage of the precision generation grammar and Table
6 shows German words that were not translated by the LFG and PB systems for
translations in coverage of the precision grammar.

4 Summary

Compared to state-of-the-art PB-SMT the LFG-based system under-performs, but
for sentences in-coverage of the precision grammar used for generation, state-of-
the-art performance and higher coverage of unseen data is achieved. Some practical
challenges still need to be overcome before reaching state-of-the-art performance
for all input. One challenge is parser coverage: depending on the parsing tech-
nologies used, coverage of long sentences can be low, resulting in a much smaller
sized bilingual corpus used for training in comparison to a phrase-based system. A
similar challenge occurs for generator coverage: technologies for generation from
deep syntactic structures are usually tested on gold-standard input, and even with
adaptation to allow more robust generation, generator coverage can still be low.
In addition, even when generation succeeds, a fluent sentence of the target lan-
guage is not guaranteed. LFG f-structures contain a large amount of information,
such as dependency relations between words and morpho-syntactic features and in
order for TL generation to produce good quality output, the particular combina-
tion of lemmas, dependency relations and morpho-syntactic information in the TL
structure must comply with constraints within the generation grammar. If the TL
structure contains morpho-syntactic and dependency information that clash when
constraints are solved during generation, a fragment grammar can be used, but the
quality of output severely deteriorates. Constructing TL deep syntactic structures
that do not cause clashes in generation constraints remains a major challenge for
f-structure transfer.
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papua-fiihrer

dominiert

ersuchten

neuzuteilung
eu-ldrmindizes
zusatzstoffes
klimafrage
vorsichtshalber
sicherheitsspielraum
un-fliichtlingshilfswerk
gesamtgesellschaftlichen

Table 6: German words not translated in translations within coverage of the TL
generation precision grammar for the Phrase-Based and LFG-based systems
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