SYNTACTIC CATEGORIESIN THE
CORRESPONDENCE ARCHITECTURE

Jean-Philippe Marcotte
University of Minnesota

Proceedings of the LFG14 Conference
Miriam Butt and Tracy Holloway King (Editors)
2014
CSLI Publications

http://csli-publications.stanford.edu/



Abstract

Existing approaches to the notion of syntactic category eéxit¢al-Functional
Grammar are either formally explicit but theoretically deguate (Kaplan, 1987), or
detailed but ill-integrated in the correspondence archite (Bresnan, 2001; Toivo-
nen, 2003). This paper develops a third approach, excisimctic categories from
the c-structure, modeling them as sets of privative featusad situating them in a
corresponding x-structure. This allows for the eliminataf X’ levels as theoretical
primitives, while maintaining straightforward definitirof the notion of syntactic
projection, of non-projecting words (Toivonen, 2003), aricecndocentric structure—
function mappings (Bresnan, 2001). An application of theteay in the domain of
paradigmatic morphology (Stump, 2001) is also suggested.

1 What's in a syntactic category

The internal structure of syntactic categories in Lexi€ahctional Grammar is a topic
which has received some attention in the literature. We fintstabout the nature of this
internal structure in Kaplan (1987: 351), writing aboutdksvof representation:

There’s the constituent phrase structure, which variessadanguages, where
you have traditional surface structure [...] and parts eesp labeling cate-

gories,perhaps a feature system on those categdiaéthough in the case of

LFG if there is one it's a very weak ondemphasis added — JPM]

Kaplan does not exploit the possibility he alludes to in thetg above: in 82, following a
short presentation of his formal model of LFG, | review hipesitionally expedient adop-
tion of atomic categorial symbols, and conclude that it ediequate because it lacks the
properties needed to define the notion of syntactic prajeas currently understood. In
this paper, after reviewing previous LFG models of syntacditegories, | take up Kaplan’s
idea by formulating a weak feature system for them, and expgats consequences.

There are at least two distinct LFG-specific kinds of attengitgiving syntactic cat-
egories an internal structure: complex categories (Budl.etL999; Crouch et al., 2008)
and the X theory of Bresnan (2001) and Toivonen (2003). In 83, | ardua tomplex
categories are more a solution to an engineering problemadttheoretically interesting
model. In 84, | point out that the’Xheoretic categories defined by Bresnan and Toivonen
are both somewhat baroque and ill-integrated in the cooredgnce architecture.

In 85 | introduce the level of x-structure, from which-¥/pe relations can be de-
rived, and infuse it with three privative categorial feair These features serve to define
lexical and functional syntactic categories, and restaésiBan and Toivonen’s’Xheory:



c-structure rules, category types, combinatorial coimgg@n these categories, and univer-
sal endocentric structure—function mapping principleswever some problems remain,
in particular an inability to distinguish between the fuootl categories | and C.

| demonstrate in 86 that a tweak of the formal properties stfrueture, with a slightly
different assortment of categorial features, allows treficiency to be remedied, with
the ability to specify distinctions between inflectionatezgories as a side-effect; | offer
speculation that this is a beneficial outcome.

2 The correspondence architecture of Lexical-Functional
Grammar

This section recapitulates some foundational design ipliegof Lexical-Functional Gram-
mar, setting up an apparatus for subsequent formal gynesasti

In his exposition of the formal underpinnings of the LFG atetture, Kaplan (1987)
proposes to model the grammatical mapping between sounthaading as a functioh
from a form to a meaning:

(1) forme e Mmeaning

The mapping is obviously complex, and stating it explicitguires making gener-
alizations of various types, which are best modeled in tirat levels with congenial
formal properties. Formally, we can assume fhat the composition of functions which
state correspondences between intermediate structueds |éor example:

['=t¢ogom
(2) forme . . e Mmeaning
T ) (G

The precise assortment of correspondence functions argdrtietural levels they me-
diate is to be determined based on careful linguistic arguaten over relevant gen-
eralization types. As such we need a c-structure tree foretmaglgeneralizations about
constituency, linear order, and syntactic category; wel a@e-structure for modeling gen-
eralizations about grammatical function, agreement,ddistance dependencies, binding,
control, raising, etc.; and we need correspondence fumstmserve as interfaces between
these structural levels. Essentially, we factor geneatibms out ofi” and allocate them to
structural levels according to their formal type and relasihip to other generalizations.




2.1 Structural description

Trees and attribute—value matrices are merely visuallggenous ways of displaying con-
SistentSTRUCTURAL DESCRIPTIONS Thus the c- and f-structures in (3) are perspicuous
visualizations the structural descriptions in (4).

3) a. S b.

V., nNey,—

In (4) M is a function from nodes to (their mother) nod€ss a function from nodes
to their category labelsx is a precedence relation between nodes with the same mother.

(4) a. M(na)=ny L(n1)=S c. (asuBl) =0
M(nz)=n; L(ng)=NP (a0BJ) =c
N9 < N3 E(ng) =VP
b. M(n4) =nNs3 E(?’Lg) =VP
M(ns)=n3 L(ng)=V

Ny <Nj E(n5) = NP

Notice that (4a) and (4b) are respectively>\NP VP and VP- V NP. Consequently
we can use standard phrase structure grammar notation tevidtle structural descrip-
tions.

An f-structure is a recursive function from attributes téues, where values can them-
selves be such functions. In (4c), the structural desompif (3b),a is an f-structure (that
of the sentence), as abeandc (the f-structures of theusJandoBy, formally the values
of those attributes).

2.2 Structural correspondence

The correspondence between the c- and f-structure is sgmkoifterms of the immediate
dominance (motherhood) relation native to c-descriptions

Let the symbok stand as a variable for a node, andddte a correspondence function
from nodes into f-structures. Thei{+) is the f-structure of; M(x) is »'s mother, and
d(M(*)) is »'s mother’s f-structure.

Kaplan (1987) uses to notate this function; | have changed the notation to elaté the potential
for confusing it with the\ correspondence function from the a-structure to the fettine, widely-accepted
since Butt et al. (1997).



For notational perspicuity, Kaplan (1987) defineto stand for¢(+), andt to stand
for (M(*)). A grammar can then be formulated as follows:

G) a S - NP VP b. VP - V NP
(tsuBjy) =] 1=| 1=l (toBJ) =|

The functional schema annotations in (5a) read as: S’'sittre is (i) a function from
the attributesuBJto the f-structure of NP, (ii) equal to the f-structure of VP.

2.3 Co-description

Now let ¢(n;) = f; for every noden,;. Then (5) co-specifies the c- and f-descriptions in
(6), which are equivalent to (4) given the following subsetis: a for f; = f3 = f4, bfor fs,
andc for fs.

(6) a. M(ng) =M E(nl = (fl SUBJ) = f2
M(nz)=ny L(ng)=NP  fi=fs
Ng < Ng L(n3) =VP

M(ns) =n3z  L(ny) = (fs OBJ) = f5

N4 < N5 L(ns) =

S
N
\%
b. ./\/l(n4) =MNg E(ng =VP f3 = f4
\%
N

A partial lexical entry for the verlgawnsmight be something like:

(7) yawns L(M(*))=V ‘My mother’s category label is V'’
(1 TENSE) = present ‘My mother’s f-structure’s is present tense’
(1 suBJ PERg =3  ‘My mother’s subject’s f-structure is 3rd person’
(1 SUBJ NUM) = sg ‘My mother’s subject’s f-structure is singular’

Both this lexical entry and the c-structure rules in (5) esctibe the c-structure and
the f-structure: statements about the c-structure and-strei¢ture appear in the context
of each other.

Every rule or lexical entry is a set of statements about omeare structural levels; the
grammar is the disjunction of all such sets; a sentence mmtical only if this grammar
is true of every single one of its parts.



2.4 Atomic syntactic categories

The relative simplicity of this formal model is appealingowever, the atomic approach to
syntactic categories in Kaplan (1987), illustrated in (@ é6), is obsolete and inadequate.

Taking a specific instance: the categoriesgfand its daughten, are respectively
VP and V. These are displayed with a shared character 'V’ aaadmplied to be a phrase
or not by the presence or absence of a character ‘P’. But tgpsgraphical conventions
are just that, and in no way represent a formal assertionlatioa (same category) and
differentiation (distinct levels) within a syntactrtROJECTION

To be exact: looking back at the tree in (3) and its structdesicription in either (4)
or (6), there is no sense in which, 6 formally represented as the categorial head of,VP
or as projecting VB Nor does the specific formal model in Kaplan (1987) contain a
implicit theory precluding a tree in which VP is the daughded categorial head of V, or
N the daughter and categorial head of VP.

In this treatment, no mechanism is specified for the sharr@tegorial information
between mother and daughter nodes, and consequently floa nbsyntactic projection
is left completely undefined.

3 Complex categories

Another take on syntactic categories in LFG is the conce@aMPLEX CATEGORY, as
documented for XLE in Crouch et al. (2008). Complex categgere intended not as a
theoretically interesting formal device, but rather asffiniency-maximizing engineering
solution to the problem of near-duplicate c-structuresutendustrial grammars. Because
they do this by allowing a degree of information-sharingaen mother and daughter
nodes, and thus appear to have properties required to ntfeelabtion of projection, it is
worth considering here whether this is in fact the case.

Complex categories are justified for ParGram grammars indw@. (1999: 192) with
the following examples and text, in which the phrase stmactule forNP[ _t ype] is
intended to generalize over standard, interrogative, aladive noun phrase subtypes (re-
spectivelyNP[ st d] ,NP[int] ,NP[rel ]):

(8) NP[Ltype] —  { (D[-type]: _type=std)
| D[_type]: { _type=int| _type=rel } }
NPap.
(9) a. NP[std— (D[std]) NPap.
b. NP[int] — DJ[int] NPap.



The advantages of such parameterization over rules viageéeticom-
plex categories is that again large parts of rules can besdhasross types
of constructions that differ systematically in one respbat which work in
essentially the same way in other respects.

To explicate further: the upper rule expand®] _t ype] to a determineD[ _t ype]
followed by NPap, a noun phrase level within which adjective phrases attddtere is

a disjunction over the determin&f _t ype] in the upper rule, within each disjunct of
which the variable_t ype is instantiated to one of the valussd, i nt, andr el . This
value is passed betwe&h _t ype] andNP[ _t ype] . Thus when_t ype is instantiated
tostd, D[ _type] is instantiated td] st d] (a node which specified as optional in
the disjunction) and\NP[ _t ype] to NP[ st d] ; this fully-instantiated rule is shown in
the quoted passage above for illustrative purposes, big doeneed to be separately
stated in the grammar since it is implied by t#[ _t ype] rule. The complex category
NP[ st d] can now be called by some other rule in the grammar; when isesl it will
expand via th&\P[ _t ype] rule to andD[ st d] followed by NPap.

Observe that the information-passing here involves nop#ssing of categorial infor-
mation, but the passing of morphosyntactic informationiciviis likely to occur indepen-
dently in the f-structure. This is intentional: computingeo c-structures is more efficient
than unifying f-structures, and complex categories areydesl to shift the computational
burden towards the formérNevertheless, as a formal device complex categories afford
the possibility of specifying just the sort of mother-toudater information-passing which
must be part of any model of the syntactic category and ptiojeconcepts. It is therefore
worthwhile to contemplate briefly whether complex categ®ican be used to provide a
satisfactory account.

In this spirit, 1 point out that the information-passing it the NP[ _t ype] rule
above takes place between a mother node and its non-healteia@nd so represents an
example of communication between different projectiomns between levels of the same
projection. It follows that complex categories impose nsthietions against categorial
information-passing between projectichNothing about this formal device prevents a
restatement of the above as DP rules, in which the informagiassing would be from
a head D to a mother DP, preserving within a categorial ptigjeche intuition of dis-
tinct determiners setting the type paramater of their matioele; however nothing about
complex categories forces the latter formulation.

2| thank an anonymous reviewer for reminding me of this fact.

3In fact, it is possible to specify rules in which the mothep@ameterized for two or more variables,
whose instantiation can be distributed indiscriminatedymeen the daughters. | myself have written such
rules into the French ParGram grammar, at some point bet@@@hand 2005.



Notice also that this device is not used above to specifeifit levels within a pro-
jection: instead within the noun phrase projection we hdvp_t ype] for broad noun
phrase type anNPap for the daughter level. Shared categorial nomenclaturetiedor-
bearance of the grammar writer, as is the ordering of thddettee formal device imposes
no substantive constraints.

But suppose that one did try to use complex categories tafgmbfferences in level
within a projection. One would now be faced with a fundameptablem: variables
allow the passing of information that mothers and dauglsiease, not information which
differentiates them. In short, the formal device of comptakegories allows the passing
of information to be shared between categorially distirades, but not information that
distinguishes otherwise categorially identical nodes.

To summarize: complex categories are not intended to mguéhstic projection; at
first glance they appear to have attractive informatiorsip@sproperties that one could
repurpose towards such modeling, but in fact they do not.

4 X'’theory in Lexical-Functional Grammar

The X' theory of Bresnan (2001), revised and extended somewhabiofien (2001,
2003), is the LFG literature’s third type of syntactic catggmodel. It uses the assortment
of categorial features in Table 1.

‘predicative’ ‘transitive’

verbal + +
adjectival + -
adpositional - +
nominal - -

Table 1: Categorial features in the theory of Bresnan (2001: 120)

To these, Bresnan adds functionality features (FO—F2) anttbel features (BO-BZ).
Syntactic categories can be exhaustively defined as in tlosving examples:

(8) Vi ([+Pr+Tr,FO,BO)  IP: ([+Pr+Tr],F1,B2)
VP 1 ([+Pr+Tr,FO,B2)  C': ([+Pr+Tr],F2,B1)

The nodes within a projection, like N--NNP, have the same features for category
and functionality; nodes across projections may shareoagdeatures, as for V-I-C and

“Bresnan does not use the prefix B for these; | add it for natatisansparency.



D—N, but differ in functionality. The system owes much to@shaw (2000). Toivonen
(2001, 2003) adds the notion BDON-PROJECTING WORD

For Bresnan (2001: 120), “ ‘Predicative’ categories ares¢hwhich cannot stand alone
as arguments, but require an external subject of predicdtio] ‘Transitive’ categories are
those which may take an object or direct complement funttiorhis establishes the idea
of contraints on possible c- to f-structure mappings: faaregle, that a{Tr] projection
cannot accommodate a node annotated wWithgJ) = .

Following through on this idea, both Bresnan (2001) anddioan (2003) state several
UNIVERSAL PRINCIPLES OF ENDOCENTRIC STRUCTUREEUNCTION ASSOCIATION con-
straints on which kinds of f-structure annotations a nodtelezar, given its own properties
and those of its c-structure context.

The Bresnan—Toivonen feature system has the virtue of edplicit, but neither re-
searcher formalizes it: it remains unclear where they ohthese feature sets to dwell in
the correspondence achitecture.

A related wrinkle is that the universal phrase structuresiditom Bresnan (2001: 99)
seem to be the only mechanism for enforcing the immediateirtiome of B2 over B1
over BO categories:

(9) a. X—>X,YP b. XP-YP,X

This dominance sequence is implied by the use of integeheifeature nomenclature,
but does not constitute a formal requirement. A similar pbiolds for the nesting of
projections which differ in their value for F: the nesting 6P inside IP inside CP is
implied by their respective features FO, F1 and F2, but ienédrced formally.

4.1 A note on mixed categories

In an analysis of Gikllyli constituents which are catedlgrNPs but internally have some
properties of VPs, Bresnan and Mugane (2006), rather thploylag the X theory just
presented, return to the atomic-category view of KaplaB{}@iscussed in 82 and criti-
cized in 82.4.

Their treatment is as follows: for a lexeni&, take the f-structurev containing its
PRED, obtain viag~! the functional domain of (the set of c-structure nodes which corre-
sponds tav via ¢), and for each node in the functional domain obtain its atosyntactic
category vial (see 82.1). The lexical category Of is a requirement for a maximal

5 With regards to the cross-classification of syntactic aatieg, these features correspond to those of
Chomsky (1981: 48) as follows:Predicative corresponds directly4¥ (also called ‘predicative’ by Chom-
sky)), and+Transitive istN (‘substantive’) with the polarity reversed.



projection label (VP, NP, etc) be part of the set of syntacéitegories thus achieved. A
mixed-category verbal noun requires that both VP and NP tepthat category set: thus
W in (10), while it occurs in N, has a functional domain which also includes;Nixd
VP3, and is able to take both nominal and verbal dependentsattes Exemplified by the
oBJ corresponding to NP

(10) NP,

w[OBJ [ ”
Ny VP;

| | /

1% NP,

This account of mixed categories is far more formally explian the X theory above.
Precisely because the formal status of the category fehturdles in (8) is unclear, the
possibility of its integration into this particular treadmt of mixed categories remains un-
settled. Presumably, a requirement for a functional dortwainclude a node with atomic
category label VP would become a requirement for this fumeti domain to include a
node with feature bundlg+Pr+Tr],FO,B2). If this is the case, then an’Xheoretic ac-
count of this phenomenon follows straightforwardly.

5 Bare phrase structure for Lexical-Functional Grammar

Although some of the issues above can be resolved by fornma#grating the Bresnan—
Toivonen X theory into the correspondence architecture without &rrthodifications,
what | propose in this section is a reformulation that will ieeniniscent of theBARE
PHRASE STRUCTUREOf Chomsky (1995).

One version of the correspondence architecture is showtlp (This version in-
spired by but not identical to that in Asudeh (2012) — in marar it is truncated at the
extremities, with phonological and information-structilevels telescoped intd and ¥
respectively, for horizontal spacing reasons. | have addgtductural level of x-structure,
in direct correspondence with the c-structure, as the lo€asformalization of syntactic
category information.

(11) (categories)
X-structure
[ ]

Y p=Aow
11 R o] .m o R v

[ J [ J [ ]
FORM m-structurec-structurea-structuref-structure s-structure MEANING
(morphology)(constituents)arguments) (functions) (semantics)




I will provide more details on the correspondence functjan 85.2; for the moment,
imagine simply that it takes a c-structure node into itsraeture.

5.1 Projection

The native c-structural notion of immediate dominance &24) can serve to specify
relationships between the x-structure of any node and th&t mother. Derived notions
like (12a) and (12b) can now be defined as below, with the cemphtary notion in (12c):

(12) a. PROJECTING NODE

A node projects iff its x-structure is identical with its nhet’s x-structure:
Proj(+) <= x() = x(M(+))

b. MAXIMAL PROJECTION
A node it a maximal projection iff it is not a projecting node:
Maz(*) <= =Proj(*)

C. TERMINAL
A node is a terminal iff it node has it as a mother:
Term(*) <= -In.M(n) = »

Note that (12c) is mutually exclusive with neither (12a) (itizb). As such, it is tech-
nically possible to define the equivalent of a bar-level nasi@ projecting non-terminal;
however, | leave this gap as a theoretical claim that theonas not a universal.

A non-projecting word (Toivonen, 2001, 2003) can now beighthorwardly defined
as a word whose lexical entry simultaneously contains Béth(+) and Term(*). In
addition, the projection of any particular nodecan be obtained via the inverse pf as
the set of nodeg'(x(n)).

Finally, the two universal endocentric phrase structulesrin (9) can be replaced with
the one in (13), which states that one (optional) projectinde can be shufflécamong
its potentially multiple (and optional) maximal projeatisisters.

(13) n; - ( n; ) ; ( .t )
Proj(*) Mazx ()

Thus branching in this theory is potentially n-ary, with eodrdering relegated to
separate rule statements (in the style of Gazdar et al.,)1$88ne sample configurations

5The comma in this rule is intended as the shuffle operatorezepted in Dalrymple (2001: 99), where
its function is to shuffle the two lists that serve as its arguats.



are shown in (14), where X means a projecting node (not nadbss terminal), XP means
a maximal node, and X(P) means a node which can either be mbaimrojecting. Note
that (14a-e) are licensed by (13) but (14f), having two g daughters, is not:

(14) a. X(P) b. X(P) c. X(P)
X YP YP X ZP
d. X(P) e. X(P) fo x X(P)
YP YP X YP zZpP Y X

Recall one of the problems with the Bresnan—Toivonéth¥ory: it is the rules in (9)
which enforce the dominance of phrasal nodes over headk thiei integer values of the
features BO—B2 merely imply this dominance. In the curresmtiework the problem does
not arise: nodes are phrasal or terminal not by virtue ofr tfegiture specifications, but
because of their position in the c-structure.

5.2 Syntactic category features

Let x now be a function from nodes to sets of the symbelts 7, f in any combinations.
Let these symbols serve as privative features suchith#é equivalent to a positive value
for ‘predicative’ in Table 1 and its absence to a negative@dbr that feature, and |&fr
do the same for ‘transitive’. Let the presence and absengénddn x-structure signify the
distinction between functional and lexical categoriespestively.

CATEGORY TYPE
Lexical Functional
VA{Pr,Try 1:{Pr,Tr,f}
A:{Pr} ?{Pr,f}
PA{Tr} ?2{Tr,f}
N:{} D:{f}

Table 2: Possible x-structure feature combinations

Table 2 shows the possible x-structure sets alongside tegay labels they can be
taken to define. Functional adjectival and adpositionauieasets are implied, although
they define no standard category labels. Furthermore ther@\vay of distinguishing the
category C from I; on this issue see 86.

The lexical entry in (7) is now as in (15), with the atomic cpigy V replaced by the
appropriate x-structure equation:



(15) yawns x(*)={Pr,Tr} (} SUBJPER9 =3
( TENSE) =present (| SUBJ NUM) =sg

This lexical entry also upends the arrow metavariable, talgng with the statement
in (12c) that heads/terminals have phonological contemirdg/are terminals instead of
merely beingunderterminals.

5.3 Endocentric c- to f-structure mappings

The x-structure features asserted by (13) to be shared dratoten nodes are supplied
by heads. As in the Bresnan—ToivonehtXeory, all f-structure annotation in endocentric
languages is handled by universal principles of endoaesiimicture—function association:

(16) a. A projecting node shares the f-structure of its mothe
Proj(x) =— 1=|
b. AsusJis a DP daughter of IP:
(tsuB)=| = Maz(*) Maz(M(x))
X(6) ={f} x(M(x)) ={Pr,Tr,f}
c. AnosJisaDP with a V(P) or P(P) mother:
(toB)=| = Maz(x)  {f}#x(M(x))
x() ={f} {Tr}ex(M(+))
d. AnoOBL is a non-verbal/adjectival XP with a non-functional mother
(toBL)=| = Max(x) {Pr}é¢x(x) {f}&x(M(*))
e. Aprossis aDP daughter of DP:
(1t POS9=| = Mazx(*) Maz(M(*))
x(+) ={ft x(M(%)) ={f}
f. A node that shares its f-structure with a functional motmeist be such
that{f} is the restriction of its mother’s x-structure by its owntrasture:

1=l = X(M(%)) - x(x) ={f}
{F} e x(M(x))

These association principles are stricter than those afrare (2001: 120), in which no
categorial restrictions beyond lexicality or functiomakre imposed on the nodes; indeed
they may be too strict, if it is correct that that CPs can be beasuBJjandosJfunctions
(about which see respectively Bresnan, 1994 and Alsina.e2@05). In this case, the
constraints can be relaxed by usifi} = x(x) to designate all functional categories and
{f} # x(*) to designate all lexical ones.



The joint effect of (16a) and (16f) ensure that, withinEXTENDED PROJECTIONIike
I-V, the functional projection dominates the lexical patjen (for a different version of
this idea, see Grimshaw, 2000). Recall from the end of 84tbHeBresnan—Toivonen’X
theory merely implies this dominance with integers as theegof its FO-2 feature.

The notion of extended projection can at this point be giveexact definition in terms
of the inverse ofp, as implied by the definition dEXTENDED HEAD in Bresnan (2001:
132): 971 (p(*)).” This is exactly analogous to the definition of projection 1§

The respective configurations licensed by the principlgd @) are in (17), with cate-
gory symbols as for (14); L in (17d) stands for any lexicakgatry®

(17) a. X(P) b. IP C. V(P)/P(P)
| | |
=l (tsuB)=| (toBy)=1
X DP DP
d. L(P) e. DP f.1(P) D(P) D(P)
| | | | |
(tosL)=) (tPOS9 =4 t=L 1= 1=l
DP/NP/PP DP VP NP VP

Taken together, (13) and (16) minimally require the treeli®a for an English sen-
tence with a finite verb form takingsusJand andoBJ, and the tree in (18b) for its French
translation, assuming an analysis of verb placement alumdgrtes of Pollock (1989), im-
plemented via head mobility within extended projectionse@an, 2001: chapter 7).

"With regards to this definition, it should be noted that Ghias (2000) considers P to be within the
extended projection of D—N; for Bresnan (2001) this is net¢hse, as the c-structure complement NPs of
prepositions are their f-structuasJs. See §6.3 for more on Grimshaw's idea.

8A reviewer points out that set theory’s Axiom of Extension ee®alrymple (2001: 32) for an appli-
cation to f-structure — prevents any configuration in whicfs the mother ob and¢, and all three are
categorially identical. Nodesandc cannot belong to separate functional domains: by Extertbiein x-
structures, having the same membership, are identicaly €bda) they share a functional structure. Among
other things this makes Falk’s (1984) raising-verb analg$iEnglish auxiliary verb sequences impossible;
| do not take this to be an invalidating consequence, bueradtchallenging prediction. Moreovérand
¢ cannot belong to the same functional domain, as they wouldrbjecting sisters, which is impossible
by (13). This would seem to preveany categorially plausible analysis of English auxiliary sences.
The way out is to alter (13) to allow projecting sisters, aisé other constraints to rein in the resulting
overgeneration.



18) 4. 1P, P,
/\ /\
(tsuB)=| 1=| (tsuB)=| 1=|
DP, VPs DP, I3
Gygax _— Gygax _— T
1= (toBy)=| =] =]
Vs DP; 4 VP;
knew Arneson connaissait |
(toBy=|
DP;
Arneson

Applying the notational convention thg{(n;) = z; we find that the nodes in (18a,b)
are in correspondence with the x-structures in (19a,becsely:

(19) a. vy ={Pr,Tr,f} wo={f} ws=x6={Pr,Tr} x;={f}
b. xy=ax3=x,={Pr,Tr.f} x2={f} x5 ={Pr,Tr} x;={f}

5.4 Summary

The x-structure model of syntactic categories altogetheriates the Bresnan—Toivonen
bar-level features, and reduces to privative features thetfiormerly binary:-Predicative
and+Transitive, and the formerly ternary F. It also reduces tnalper of universal phrase
structure rules: Bresnan (2001) needs the two rules intf#)slystem needs only (13).

The added complication of a level of x-structure to houssehivative features in fact
fills a lacuna of the Xmodel, which does not formally accommodate informatiossjrag
between nodes, and leaves integer-valued features to idguiynance relations across
projections, and among the bar levels of a projection. Inctiveent model, information
is explicit, dominance relations across projections apktted by a universal principle,
and bar levels are derived from dominance relations.

However, in contrast with these improvements, the curresdehlacks sufficient re-
sources to define a category C distinct from I. This issue @sesbed in the next section.

Finally, in regards to mixed categories, it seems plaugiblassume the following:
the model of Bresnan and Mugane (2006) summarized in 84.bearvised such that

9The proper analysis of conjoined structures may requirétiaddl phrase structure rules. The topic
of conjunction is not addressed in thé tKeory of Bresnan (2001) or Toivonen (2001, 2003). Since | am
concerned here with restating their treatments, | folloanthin leaving the topic of conjunction aside.



the correspondence functionreplaces the labeling functiog, letting mixed category
contraints be imposed on the set of x-structures thus addain

6 Syntactic categories and inflectional categories

In this section | propose a revision of the model just pres@nihich enables the statement
of a C—I distinction, but otherwise downgrades the intentdd hewing to the Bresnan—
Toivonen line. A byproduct will be the possibility of usiniget syntactic category feature
system to specify inflectional category distinctions.

The primary changes are as follows: a substitution of thieifeaassortment in Table 3
instead of those in Table 2, and the use of multisets instéaets in the formalization of
x-structure. Assume that the universal association gplesiof (16) are restated to accord
with this new feature inventory.

CATEGORY TYPE
Lexical Functional

A{v,n} ?2{v,n,f}

V:i{v} :{v,f}
N:{n} D:{n, f}
P:{} 24/}

Table 3: Revised x-structure feature combinations

The feature assortment in Table 3 is a return to thiextures of Chomsky (19813V
‘predicative’ and:N ‘substantive’, in the sense that a positive value for thaseesponds
here to the presence ofandn in an x-structure, and a negative value corresponds to their
absencé! The featuref is as before.

Table 3 does not exhaust possible feature combinations ltisetx-structure, which
allow elements to occur more than once: the x-structfirgsand{n,n} are distinct, as
are{v, f} and{v, f, f}. Iterations off and iterations of: or n can be put to use as follows.

°The changes required are as follows: for statements of idguhk new feature sets can be substituted
for the old with no further changes; for statements of selusion, v can be substituted faPr without
further changes, but whereis substituted fofl'r a statement of inclusion must be converted to a statement
of non-inclusion, and vice-versa.

11See also footnote 5.



6.1 Iteration of f

The iteration of the featur¢ within x-structure is a syntactic device that serves to dis-
tinguish an unbounded number of functional projectionsfassifiers, determiners, case,
negation, tense, complementizers, and so on, to the ek@nthese are found to be nec-
essary. Because of (16f), these will be strictly hieraralyoordered byf cardinality, with
onef decrements: there will always be a projection f} between{n, f, f} and{n}.

Is this too strict? | propose that it is not: it constitutesamgument for an alternative
conception of syntactic categories, to be implemented riibt w= {...} equality state-
ments but with{...} c « subset statements. A word lexically specified fo} = = could
in certain situations be additionally constrained{t} c = and thus only be licensed in a
{v, f} projection. For instance, a French verb will minimally b&se constrain{v} c z,
but the further requiremertf } c = is imposed on a finite verb. Absent further constraints,
a nonfinite French verb thus has x-structdtg (=V), and a finite verb has x-structure
{v, f} (=1); by (16f) and (16b) it follows that the latter but not therfiver will head the
projection which licenses tr&uBJ, which is the correct result, shown in (18b).

This reconception also has the benefit of not implying a supeerary lexical inven-
tory of category types, as found in the Cartography litee{Cinque, 2002): a projection
is there when needed, with iféness jacked up contextually by additional constraints,
based on a small number of lexically specified x-structupesy

6.2 Iteration of v or n

Iteration of f does some useful synatctic work; what about iterationsefeatures: and
v? | proposed that they are ignored in syntax, but serve wittermorphology to distin-
guish inflectional classes of verbs, nouns, and adjectivésit-rot adpositions, since they
have no features to iterate. So the x-structyres {v,v} and{v,v,v} can serve to dis-
tinguish between Vs of three distinct conjugation clas$esf }, {v, v, f} and{v,v,v, f}
will then be the x-structures of their respective IPs.

Suppose that a language does have these three conjugasses| and furthermore
that verbs of classe§v} and {v,v} truncate in some instances, while verbs of classes
{v,v} and{v,v,v} epenthesize in some other instances. Then realizatios fodeonju-
gation can take the form: epenthesize onl{uifv} c z, and truncate only ifv, v, v} ¢ .

A verbal form with either x-structurév, v} or {v,v, f } will both epenthesize and truncate.

This is compatible with a Paradigm Function Morphology takethe morphological
component of grammar: in Stump (200%)inflectional class features are distinct from

2A finite-state implementation is given in Karttunen (2008hich seems to me to be lacking Panini’s
Principle, a central component of Stump (2001); Malouf ®upplies the necessary addendum.



morphosyntactic features, and constrain the applicatfaealization rules at the same
point as lexical categories do. In the revised x-structpp@ach, the features used to dis-
tinguish inflectional classewethe lexical category features, namely those whose iteratio
has no syntactic usage but is part of the model because otlameestinguish C from 1.

Of course, if the x-structure is going to have categorial amgor both m- and f-
structural concerns, then by the logic of the corresponel@nchitecture it should be re-
moved from its placement in (11) and interpolated betweenntk and the c-structure.
That would require more significant changes to the model ith@s the tweaks | have
applied in this section.

6.3 Minding the Ps

Lacking categorial features in the revised system of Figueslpositions are distinct from
the other categories in feature specification, and per 8aleir inflectional inertness.

Suppose now a variant of the system, which treats adposipen Grimshaw (2000),
as part of an extended projection P—D—N. In this system, gostion will have the x-
structure{n, f, f}, and will thus lack both featural distinctness (as shared by N and
D) and inflectional inertness (sineecan be iterated). There are other consequences.

First, by (13a,f) an adposition with the x-structufe, f, f} will share a functional
domain with its complement DP. This forces a turn away fronommon analysis of
adpositional phrases, in which the complement DP ipanselected by the adposition.
But it provides a theory-internal motivation for the (| PCASE)) analysis of obliques,
going back to Kaplan and Bresnan (1982): in (20), the adijpodiicks aPRED feature but
has apcAsEattribute whose value sets the PP’s grammatical funéfion.

(20) (1 (1 PCASE)
PR

g[OBLloc h[PCASE OBL;OC]]

TZl, /
DP;

Second, the Grimshavian amendment leaves a gap in the patggology, as no
categories obviously fit x-structures liKe}, or {f}, or {f, f}, etc. If such categories
exist, then their f-structures are allowed to dBJtaking, per (16c). However, it may

=]
Py
(Il PCASE)=0OBL j,.

3An alternative analysis path would be to generalize beyas#-gnarking the inside-out designators
of Nordlinger (1998): a PP would be annotateédsF)=1, and individual Ps would setF with inside-out
designators likedBL . |).



be possible to motivate stipulations that x-structuresnoaibe empty, and that the fea-
ture f can only be present whenor v is. To enforce the latter restriction in grammars
with a Paradigm Function Morphology, that framework’s pdp cooccurrence restriction

mechanism (Stump, 2001: 41) could be recruited.

7 Conclusion and prospect

The x-structure model of syntactic categories implementsature system on part of
speech labeling categories, although one perhaps notagiiteeak as envisioned by Ka-
plan (1987: 351). Unlike Kaplan’s atomic category approacta manner to which the
complex categories of Crouch et al. (2008) are unsuited and/thich they were not de-
signed, the system as a whole elegantly models both thensatfgrojection and extended
projection. The treatment | have proposed improves on thieory of Bresnan (2001)
and Toivonen (2003): by allowing a reformulation of its gisis with a reduced number of
theoretical primitives, and by being formally integratadhe correspondence architecture.

The model can potentially be altered to simultaneously givaccount of syntactic and
inflectional categories, as discussed in 86, concretizpasaibility alluded to in Marcotte
and Kent (2010).

That same paper assumed a realizational Paradigm Functophidlogy in line with
Sadler and Nordlinger (2004), but suggested eliminatingsandtion of that treatment,
in which morphosyntactic features are transduced intouesire equations. Marcotte
and Kent (2010) proposed letting the morphological systamdte f-structure equations
directly: the equationare morphosyntactic features.

| perceive the x-structure model presented here as partenarglization of that idea,
in which the morphology accesses structural descriptiaragons for all levels of struc-
ture: f-structure, x-structure, a-structure, s-strugtisstructure, etc. Such a morphology,
if implemented as realizational in the PFM mould, would @mt a specification of pos-
sible structural description equations for each level pre@sentation, a paradigm space
defined by cooccurrence restrictions within equation selist of lexemes each with one
or more underlying stems, and rules associating a phoraabfgrm with every licensed
combination of lexeme and equation set. This project | Sdedsr another day.
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