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Figure 2: Layer-wise metrics on BERT-large. Solid
(blue) are mixing weights (§ 3.1); outlined (purple) are
differential scores �

(`)
⌧ (§ 3.2), normalized for each

task. Horizontal axis is encoder layer.

weights are found on or just after the highest lay-
ers which give an improvement �(`)

⌧ in F1 score.

Per-Example Analysis. We explore, qualita-
tively, how beliefs about the structure of individ-
ual sentences develop over the layers of the BERT
network. For this, we compile the predictions of
the per-layer classifiers P

(`)
⌧ for different anno-

tations. Figure 3 shows examples selected from
the OntoNotes development set, in which the same
sentence is annotated for multiple tasks.

We find that while the pipeline order holds on
average (Figure 2), for individual examples the
model is free to, and often does, choose a different
order. In the first example, the model originally
(incorrectly) assumes that “Toronto” refers to the
city, tagging it as a GPE. However, after determin-
ing that “Toronto” is the thing getting “smoked”

(ARG1), this decision is revised and it is tagged as
ORG (i.e. the sports team). In the second exam-

(a) he smoked toronto in the playoffs with six hits, ...

(b) china today blacked out a cnn interview that was ...

Figure 3: Probing classifier predictions across lay-
ers of BERT-base. Blue is the correct label; or-
ange is the incorrect label with highest average score
over layers. Bar heights are (normalized) probabilities
P

(`)
⌧ (label|s1, s2). Only select tasks shown for space.

ple, the model initially tags “today” as a common
noun/date/temporal modifier (ARGM-TMP). How-
ever, this phrase is ambiguous, and it later reinter-
prets “china today” as a proper noun (i.e. a TV
network) and updates its beliefs about the entity
type and the semantic role accordingly.

5 Conclusion

We employ the edge probing task suite to explore
how the different layers of the BERT network can
resolve syntactic and semantic structure within a
sentence. We present two complementary mea-
surements: scalar mixing weights, learned from a
training corpus, and cumulative scoring, measured
on a development set, and show that a consistent
ordering emerges. We find that while this tradi-
tional pipeline order holds in the aggregate, on in-
dividual examples the network can resolve out-of-
order, using high-level information like predicate-
argument relations to help disambiguate low-level
decisions like part-of-speech. This provides new
evidence corroborating that deep language mod-
els can represent the types of syntactic and se-
mantic abstractions traditionally believed neces-
sary for language processing, and moreover that
they can model complex interactions between dif-
ferent levels of hierarchical information.

Tenney et al (ACL 2019)
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ple, the model initially tags “today” as a common
noun/date/temporal modifier (ARGM-TMP). How-
ever, this phrase is ambiguous, and it later reinter-
prets “china today” as a proper noun (i.e. a TV
network) and updates its beliefs about the entity
type and the semantic role accordingly.

5 Conclusion

We employ the edge probing task suite to explore
how the different layers of the BERT network can
resolve syntactic and semantic structure within a
sentence. We present two complementary mea-
surements: scalar mixing weights, learned from a
training corpus, and cumulative scoring, measured
on a development set, and show that a consistent
ordering emerges. We find that while this tradi-
tional pipeline order holds in the aggregate, on in-
dividual examples the network can resolve out-of-
order, using high-level information like predicate-
argument relations to help disambiguate low-level
decisions like part-of-speech. This provides new
evidence corroborating that deep language mod-
els can represent the types of syntactic and se-
mantic abstractions traditionally believed neces-
sary for language processing, and moreover that
they can model complex interactions between dif-
ferent levels of hierarchical information.
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type and the semantic role accordingly.
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We employ the edge probing task suite to explore
how the different layers of the BERT network can
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order, using high-level information like predicate-
argument relations to help disambiguate low-level
decisions like part-of-speech. This provides new
evidence corroborating that deep language mod-
els can represent the types of syntactic and se-
mantic abstractions traditionally believed neces-
sary for language processing, and moreover that
they can model complex interactions between dif-
ferent levels of hierarchical information.

Tenney et al (ACL 2019)

Challenge Tasks: 
How well do models perform 

on difficult “tail” events?



Past ~2 years: 
What do deep LMs know about language? 
Probing Classifiers: What 

types of linguistic structures 
do representations encode?

Tenney et al (ICLR 2018)

4

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

ACL 2019 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.

Figure 2: Layer-wise metrics on BERT-large. Solid
(blue) are mixing weights (§ 3.1); outlined (purple) are
differential scores �

(`)
⌧ (§ 3.2), normalized for each

task. Horizontal axis is encoder layer.

weights are found on or just after the highest lay-
ers which give an improvement �(`)

⌧ in F1 score.
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tively, how beliefs about the structure of individ-
ual sentences develop over the layers of the BERT
network. For this, we compile the predictions of
the per-layer classifiers P
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⌧ for different anno-

tations. Figure 3 shows examples selected from
the OntoNotes development set, in which the same
sentence is annotated for multiple tasks.

We find that while the pipeline order holds on
average (Figure 2), for individual examples the
model is free to, and often does, choose a different
order. In the first example, the model originally
(incorrectly) assumes that “Toronto” refers to the
city, tagging it as a GPE. However, after determin-
ing that “Toronto” is the thing getting “smoked”

(ARG1), this decision is revised and it is tagged as
ORG (i.e. the sports team). In the second exam-
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(b) china today blacked out a cnn interview that was ...

Figure 3: Probing classifier predictions across lay-
ers of BERT-base. Blue is the correct label; or-
ange is the incorrect label with highest average score
over layers. Bar heights are (normalized) probabilities
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ple, the model initially tags “today” as a common
noun/date/temporal modifier (ARGM-TMP). How-
ever, this phrase is ambiguous, and it later reinter-
prets “china today” as a proper noun (i.e. a TV
network) and updates its beliefs about the entity
type and the semantic role accordingly.

5 Conclusion

We employ the edge probing task suite to explore
how the different layers of the BERT network can
resolve syntactic and semantic structure within a
sentence. We present two complementary mea-
surements: scalar mixing weights, learned from a
training corpus, and cumulative scoring, measured
on a development set, and show that a consistent
ordering emerges. We find that while this tradi-
tional pipeline order holds in the aggregate, on in-
dividual examples the network can resolve out-of-
order, using high-level information like predicate-
argument relations to help disambiguate low-level
decisions like part-of-speech. This provides new
evidence corroborating that deep language mod-
els can represent the types of syntactic and se-
mantic abstractions traditionally believed neces-
sary for language processing, and moreover that
they can model complex interactions between dif-
ferent levels of hierarchical information.
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average (Figure 2), for individual examples the
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(incorrectly) assumes that “Toronto” refers to the
city, tagging it as a GPE. However, after determin-
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ORG (i.e. the sports team). In the second exam-

(a) he smoked toronto in the playoffs with six hits, ...

(b) china today blacked out a cnn interview that was ...

Figure 3: Probing classifier predictions across lay-
ers of BERT-base. Blue is the correct label; or-
ange is the incorrect label with highest average score
over layers. Bar heights are (normalized) probabilities
P

(`)
⌧ (label|s1, s2). Only select tasks shown for space.

ple, the model initially tags “today” as a common
noun/date/temporal modifier (ARGM-TMP). How-
ever, this phrase is ambiguous, and it later reinter-
prets “china today” as a proper noun (i.e. a TV
network) and updates its beliefs about the entity
type and the semantic role accordingly.

5 Conclusion

We employ the edge probing task suite to explore
how the different layers of the BERT network can
resolve syntactic and semantic structure within a
sentence. We present two complementary mea-
surements: scalar mixing weights, learned from a
training corpus, and cumulative scoring, measured
on a development set, and show that a consistent
ordering emerges. We find that while this tradi-
tional pipeline order holds in the aggregate, on in-
dividual examples the network can resolve out-of-
order, using high-level information like predicate-
argument relations to help disambiguate low-level
decisions like part-of-speech. This provides new
evidence corroborating that deep language mod-
els can represent the types of syntactic and se-
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the per-layer classifiers P
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the OntoNotes development set, in which the same
sentence is annotated for multiple tasks.

We find that while the pipeline order holds on
average (Figure 2), for individual examples the
model is free to, and often does, choose a different
order. In the first example, the model originally
(incorrectly) assumes that “Toronto” refers to the
city, tagging it as a GPE. However, after determin-
ing that “Toronto” is the thing getting “smoked”

(ARG1), this decision is revised and it is tagged as
ORG (i.e. the sports team). In the second exam-
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ers of BERT-base. Blue is the correct label; or-
ange is the incorrect label with highest average score
over layers. Bar heights are (normalized) probabilities
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ple, the model initially tags “today” as a common
noun/date/temporal modifier (ARGM-TMP). How-
ever, this phrase is ambiguous, and it later reinter-
prets “china today” as a proper noun (i.e. a TV
network) and updates its beliefs about the entity
type and the semantic role accordingly.

5 Conclusion

We employ the edge probing task suite to explore
how the different layers of the BERT network can
resolve syntactic and semantic structure within a
sentence. We present two complementary mea-
surements: scalar mixing weights, learned from a
training corpus, and cumulative scoring, measured
on a development set, and show that a consistent
ordering emerges. We find that while this tradi-
tional pipeline order holds in the aggregate, on in-
dividual examples the network can resolve out-of-
order, using high-level information like predicate-
argument relations to help disambiguate low-level
decisions like part-of-speech. This provides new
evidence corroborating that deep language mod-
els can represent the types of syntactic and se-
mantic abstractions traditionally believed neces-
sary for language processing, and moreover that
they can model complex interactions between dif-
ferent levels of hierarchical information.
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(`)
⌧ (§ 3.2), normalized for each
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Per-Example Analysis. We explore, qualita-
tively, how beliefs about the structure of individ-
ual sentences develop over the layers of the BERT
network. For this, we compile the predictions of
the per-layer classifiers P

(`)
⌧ for different anno-

tations. Figure 3 shows examples selected from
the OntoNotes development set, in which the same
sentence is annotated for multiple tasks.

We find that while the pipeline order holds on
average (Figure 2), for individual examples the
model is free to, and often does, choose a different
order. In the first example, the model originally
(incorrectly) assumes that “Toronto” refers to the
city, tagging it as a GPE. However, after determin-
ing that “Toronto” is the thing getting “smoked”

(ARG1), this decision is revised and it is tagged as
ORG (i.e. the sports team). In the second exam-

(a) he smoked toronto in the playoffs with six hits, ...

(b) china today blacked out a cnn interview that was ...

Figure 3: Probing classifier predictions across lay-
ers of BERT-base. Blue is the correct label; or-
ange is the incorrect label with highest average score
over layers. Bar heights are (normalized) probabilities
P

(`)
⌧ (label|s1, s2). Only select tasks shown for space.

ple, the model initially tags “today” as a common
noun/date/temporal modifier (ARGM-TMP). How-
ever, this phrase is ambiguous, and it later reinter-
prets “china today” as a proper noun (i.e. a TV
network) and updates its beliefs about the entity
type and the semantic role accordingly.

5 Conclusion

We employ the edge probing task suite to explore
how the different layers of the BERT network can
resolve syntactic and semantic structure within a
sentence. We present two complementary mea-
surements: scalar mixing weights, learned from a
training corpus, and cumulative scoring, measured
on a development set, and show that a consistent
ordering emerges. We find that while this tradi-
tional pipeline order holds in the aggregate, on in-
dividual examples the network can resolve out-of-
order, using high-level information like predicate-
argument relations to help disambiguate low-level
decisions like part-of-speech. This provides new
evidence corroborating that deep language mod-
els can represent the types of syntactic and se-
mantic abstractions traditionally believed neces-
sary for language processing, and moreover that
they can model complex interactions between dif-
ferent levels of hierarchical information.
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How well do models perform 

on difficult “tail” events?

Warstadt et al (TACL 2020)Clear model of which 
structures should be 

represented.



Past ~2 years: 
What do deep LMs know about language? 
Probing Classifiers: What 

types of linguistic structures 
do representations encode?

Tenney et al (ICLR 2018)
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Figure 2: Layer-wise metrics on BERT-large. Solid
(blue) are mixing weights (§ 3.1); outlined (purple) are
differential scores �

(`)
⌧ (§ 3.2), normalized for each

task. Horizontal axis is encoder layer.

weights are found on or just after the highest lay-
ers which give an improvement �(`)

⌧ in F1 score.

Per-Example Analysis. We explore, qualita-
tively, how beliefs about the structure of individ-
ual sentences develop over the layers of the BERT
network. For this, we compile the predictions of
the per-layer classifiers P

(`)
⌧ for different anno-

tations. Figure 3 shows examples selected from
the OntoNotes development set, in which the same
sentence is annotated for multiple tasks.

We find that while the pipeline order holds on
average (Figure 2), for individual examples the
model is free to, and often does, choose a different
order. In the first example, the model originally
(incorrectly) assumes that “Toronto” refers to the
city, tagging it as a GPE. However, after determin-
ing that “Toronto” is the thing getting “smoked”

(ARG1), this decision is revised and it is tagged as
ORG (i.e. the sports team). In the second exam-

(a) he smoked toronto in the playoffs with six hits, ...

(b) china today blacked out a cnn interview that was ...

Figure 3: Probing classifier predictions across lay-
ers of BERT-base. Blue is the correct label; or-
ange is the incorrect label with highest average score
over layers. Bar heights are (normalized) probabilities
P

(`)
⌧ (label|s1, s2). Only select tasks shown for space.

ple, the model initially tags “today” as a common
noun/date/temporal modifier (ARGM-TMP). How-
ever, this phrase is ambiguous, and it later reinter-
prets “china today” as a proper noun (i.e. a TV
network) and updates its beliefs about the entity
type and the semantic role accordingly.

5 Conclusion

We employ the edge probing task suite to explore
how the different layers of the BERT network can
resolve syntactic and semantic structure within a
sentence. We present two complementary mea-
surements: scalar mixing weights, learned from a
training corpus, and cumulative scoring, measured
on a development set, and show that a consistent
ordering emerges. We find that while this tradi-
tional pipeline order holds in the aggregate, on in-
dividual examples the network can resolve out-of-
order, using high-level information like predicate-
argument relations to help disambiguate low-level
decisions like part-of-speech. This provides new
evidence corroborating that deep language mod-
els can represent the types of syntactic and se-
mantic abstractions traditionally believed neces-
sary for language processing, and moreover that
they can model complex interactions between dif-
ferent levels of hierarchical information.

Tenney et al (ACL 2019)

Challenge Tasks: 
How well do models perform 

on difficult “tail” events?

Warstadt et al (TACL 2020)

Clear manifestation of 
phenomenon in the grammar.
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• Do these models encode basic lexical concepts? 

• Can these models compose those concepts? 

• Do these model reason about context and 
“question under discussion”? 

The ball that rolled is not red 
 

??

On the semantics of phi features on pronouns. Sudo (2012).
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Semantics, Pragmatics, 
“Common Sense”

• Do these models encode basic lexical concepts? 

• Can these models compose those concepts? 

• Do these model reason about context and 
“question under discussion”? 

Did you feed the animals? 
 

I fed the cats…* 
*Example Credit: Julia Hirschberg 

See also: Marie-Catherine de Marneffe’s work… 



Semantics, Pragmatics, 
“Common Sense”

• Do these models encode basic lexical concepts? 

• Can these models compose those concepts? 

• Do these model reason about context and 
“question under discussion”? 

Is the King of France bald? 
 

There is no King of France!



Major Challenges
• Living area of research—we can’t ask linguistics to 

just lend us some ready-to-go evaluations 

• Good “probing tasks” require situation and 
grounding—to vision, dialog, etc—which makes 
error attribution very difficult 

• Human baselines are hard pin down. Variation is 
high and agreement often low. Experimental 
designs are usually carefully and highly contrived.
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(a) Human Judgements

(b) Model Predictions

Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.

ning at least 2 points (on our �2 to 2 scale). Ta-
ble 4 shows examples of words receiving differ-
ent signatures based on context. Quantitatively, in
an ordinary least squares regression9, we find that
using verb signature alone to predict the human
judgments in a given context explains only a small
amount of the observed variation (R2

⇡ 0.11).10

9statsmodels.regression.linear_model.
OLS.html

10For context, using the verb type itself produced R2 ⇡
0.72. We experimented with other contextual features in
combination with linguistic category and/or verb type (e.g.
tense of the main verbs, first vs. third person subjects, etc.) to
try to improve the fit of the model, but did not find any note-
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to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.

ning at least 2 points (on our �2 to 2 scale). Ta-
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using verb signature alone to predict the human
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amount of the observed variation (R2

⇡ 0.11).10
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10For context, using the verb type itself produced R2 ⇡
0.72. We experimented with other contextual features in
combination with linguistic category and/or verb type (e.g.
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try to improve the fit of the model, but did not find any note-

A man is standing 
under a tree 

 
A person is outside.
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Plain Non-Subsective

gun

Privative
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American  
composer
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Equivalence MH ⟺ H It is her favorite book 
in the entire world.

Reverse 
Entailment

MH ⇒ H ⋀ 
H ⇏ MH	 

She is an American 
composer.

Forward 
Entailment

MH ⇏ H ⋀	  
H ⇒ MH

She is the 
president’s potential 

successor.

Independence MH ⇏ H ⋀	  
H ⇏ MH

She is the alleged 
hacker.

Exclusion MH ⇒ ¬H ⋀	  
H ⇒ ¬MH

She is a former 
senator.



Experimental Design



Eddy is a cat.

Eddy is a domestic cat.

H ⇒ MH?

Experimental Design



Eddy is a cat.

Eddy is a domestic cat.

MH ⇒ H?

Experimental Design



MH ⇒ H H ⇒ MH

Equiv. Yes Yes It is her favorite book in 
the entire world.

Rev. Ent. Yes Unk Eddy is a gray cat.

For. Ent. Unk Yes She is the president’s 
potential successor.

Indep. Unk Unk She is the alleged 
hacker.

Excl. No No She is a former senator.



MH ⇒ H H ⇒ MH

Equiv. Yes Yes It is her favorite book in 
the entire world.

Rev. Ent. Yes Unk Eddy is a gray cat.

For. Ent. Unk Yes She is the president’s 
potential successor.

Indep. Unk Unk She is the alleged 
hacker.

Excl. No No She is a former senator.

~200 human annotators 

~5,000 sentences



MH ⇒ H H ⇒ MH

Equiv. Yes Yes It is her favorite book in 
the entire world.

Rev. Ent. Yes Unk Eddy is a gray cat.

For. Ent. Unk Yes She is the president’s 
potential successor.

Indep. Unk Unk She is the alleged 
hacker.

Excl. No No She is a former senator.

~200 human annotators 

~5,000 sentences
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lead to incorrect predictions more often than not.
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sometimes we can 
insert an adjective 
without changing 
the meaning…

The deadly attack 
killed at least 12 

civilians.

The new series will 
premiere in January.

 A woman rides a bike 
on an outdoor trail 

through a field.
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sometimes we can 
insert an adjective 
without changing 
the meaning…

I simply love the 
actual experience of 

being one with the 
ocean and the life in it.

The entire bill is now 
subject to approval by 

the parliament.

Greenberg also was put 
under investigation for his 

crucial role at the company.
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sometimes if we 
insert an adjective, 

we appear to 
contradict the 

meaning…
Bush travels Monday to 

Michigan to remark on the 
Japanese economy. 
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in fact this is how 
most privitives 

appear to behave…

Wilson signed off to 
pay the debts to the 
fictitious company. 



5%
14%

7%

54%

19%

Equivalence Reverse Entailment Independence
Forward Entailment Exclusion Undefined

4%1%

67%

28%
37%

16% 1%
16%

28%

3%

Classes of Modifiers

MH ⇒ ¬H	 MH ⇒ H	 MH ⇏ H	 
Subsective Plain Non-Subsective Privative

but in most cases, 
deleting the adjective was 
rated as okay/entailed

Flawed counterfeit software 
can corrupt the information 

entrusted to it.

He also took part in a 
mock debate Sunday.

The plants were grown under 
artificial light and the whole 
operation was computerised.



Takeaways
• Classes of modifiers provide a clear example of why its 

hard to naively translate semantic theories into NLI-style 
tasks: 

• Inferences “in practice” may be determined by factors not 
covered in the theory, so we can’t make assumptions 
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(a) Human Judgements

(b) Model Predictions

Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.

ning at least 2 points (on our �2 to 2 scale). Ta-
ble 4 shows examples of words receiving differ-
ent signatures based on context. Quantitatively, in
an ordinary least squares regression9, we find that
using verb signature alone to predict the human
judgments in a given context explains only a small
amount of the observed variation (R2

⇡ 0.11).10

9statsmodels.regression.linear_model.
OLS.html

10For context, using the verb type itself produced R2 ⇡
0.72. We experimented with other contextual features in
combination with linguistic category and/or verb type (e.g.
tense of the main verbs, first vs. third person subjects, etc.) to
try to improve the fit of the model, but did not find any note-
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They know that the answer is 5. 
↓ 

The answer is 5.

They do not know that the answer is 5. 
↓ 

The answer is 5.



Classes of Verbs
Positive 
Context

Negative 
Context Example

+ + They know that the answer is 5.



Classes of Verbs

+

-

They managed to get it right. 
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They got it right.

They did not manage to get it right. 
↓ 

They got it right.
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They think that the answer is 5. 
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The answer is 5.

They do not think that the answer is 5. 
↓ 

The answer is 5.
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+ + They know that the answer is 5.
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Positive 
Context

Negative 
Context Example

+ + They know that the answer is 5.

+ - They managed to get it right.

- + They failed to get it right.

o + They suspect that the answer is 5.

o - They attempted to get it right.

- o They refused to answer.

+ o They confirmed that the answer is 5.

o o They think that the answer is 5.
see: Karttunen (2012),  

http://web.stanford.edu/group/csli_ lnr/Lexical_Resources/ 
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Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.

ning at least 2 points (on our �2 to 2 scale). Ta-
ble 4 shows examples of words receiving differ-
ent signatures based on context. Quantitatively, in
an ordinary least squares regression9, we find that
using verb signature alone to predict the human
judgments in a given context explains only a small
amount of the observed variation (R2

⇡ 0.11).10
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10For context, using the verb type itself produced R2 ⇡
0.72. We experimented with other contextual features in
combination with linguistic category and/or verb type (e.g.
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try to improve the fit of the model, but did not find any note-
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Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.
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using verb signature alone to predict the human
judgments in a given context explains only a small
amount of the observed variation (R2

⇡ 0.11).10

9statsmodels.regression.linear_model.
OLS.html
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Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.
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using verb signature alone to predict the human
judgments in a given context explains only a small
amount of the observed variation (R2
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(a) Human Judgements

(b) Model Predictions

Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.

ning at least 2 points (on our �2 to 2 scale). Ta-
ble 4 shows examples of words receiving differ-
ent signatures based on context. Quantitatively, in
an ordinary least squares regression9, we find that
using verb signature alone to predict the human
judgments in a given context explains only a small
amount of the observed variation (R2
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10For context, using the verb type itself produced R2 ⇡
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(a) Human Judgements

(b) Model Predictions

Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.
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using verb signature alone to predict the human
judgments in a given context explains only a small
amount of the observed variation (R2
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(a) Human Judgements

(b) Model Predictions

Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.
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amount of the observed variation (R2
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(a) Human Judgements

(b) Model Predictions

Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
squares denote the region in which judgements are expected fall, given the signature. Each colored dot corresponds
to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).

5 Analysis of Human Judgements

Figure 1a plots these soft veridicality signatures
for each sentence. We see that, averaged across all
the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
cal semantic signature. However, we observe two
noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
effects of pragmatics on veridicality judgments.

Veridicality Bias. First, we observe a system-
atic “veridicality bias”, in which inferences about
complements are often made (positive or nega-
tive), even in environments when the expectation
is that the verb is non-veridical (� signature). This
trend is most evident in the case of verbs with �/�
signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
that, while individual verb types tend to behave
in line with their expected signatures on average,
signatures provide a weak signal for predicting the
inferences licensed by the verb in any sentence in-
dividually. That is, within each signature, we see
high variance across contexts, in all cases span-

[+] (1.7) The GAO has indicated that it is
unwilling to compromise.
! It is unwilling to compromise.

[�] (�1.0) The GAO has not indicated that it
is unwilling to compromise.
! ¬ It is unwilling to compromise.

[+] (1.3) But most visitors prefer to linger
in Formentera.
! But most visitors linger in For-
mentera.

[�] (�1.3) But most visitors do not prefer to
linger in Formentera.
! ¬ But most visitors linger in
Formentera.

Table 3: Examples of verbs which are expected to be
�/�, but which behave like +/� in context. We refer
to this trend as a general “veridicality bias”.

ning at least 2 points (on our �2 to 2 scale). Ta-
ble 4 shows examples of words receiving differ-
ent signatures based on context. Quantitatively, in
an ordinary least squares regression9, we find that
using verb signature alone to predict the human
judgments in a given context explains only a small
amount of the observed variation (R2

⇡ 0.11).10
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10For context, using the verb type itself produced R2 ⇡
0.72. We experimented with other contextual features in
combination with linguistic category and/or verb type (e.g.
tense of the main verbs, first vs. third person subjects, etc.) to
try to improve the fit of the model, but did not find any note-
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Three Case Studies
Modifier-Noun 
Composition 

Most babies are little and most 
problems are huge: Compositional 

Entailment in Adjective-Nouns. 
Pavlick and Callison-Burch (2016) 

So-Called Nonsubsective Adjectives. 
Pavlick and Callison-Burch (2016)

attempt to sing 
 

sing

Verb-Complement 
Composition 

Do NLI models capture verb 
veridicality? Ross and Pavlick (2019)

Sentence-Level 
Inference

A man is standing 
under a tree 

 
A person is outside.

Inherent Disagreements in Human 
Textual Inferences. Pavlick and 

Kwiatkowski (2020)

fake gun 
 

gun

(a) Human Judgements

(b) Model Predictions

Figure 1: Human judgements (top, blue) and model predictions (bottom, orange) for verbs in each category. Gray
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to a single context (verb within a specific sentence); each black dot corresponds to a single verb (averaged score
over all contexts in which it was judged).
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the contexts in which they are judged, verbs tend
to behave as expected given their assigned lexi-
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noteworthy trends, discussed below. We note that
these observations are consistent with arguments
made by de Marneffe et al. (2012) about the strong
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is that the verb is non-veridical (� signature). This
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signatures, for example, “think that”, “want to”.
While embedding under such verbs should not li-
cense any inferences about the truth of the comple-
ment, we observe that, in practice, these verbs tend
to behave like +/� verbs. That is, the comple-
ment is taken as true in positive environments and
as false in negative environments. Table 3 shows
some examples for which this is the case.

Within-Verb Variation. Second, we observe
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Entailment Datasets
Stanford Natural Language Inference Dataset (SNLI)
+ Three dogs on a sidewalk → There are more than one dog here. 
- A red rally car taking a slippery turn in a race → The car is stopped at a traffic light.

Multigenre Natural Language Inference Dataset (MNLI)
+ Historical heritage is very much the theme in Ichidani → Ichidani’s historical heritage is 
important. 
- okay i uh i have five children altogether → I do not have any children.

Recognizing Textual Entailment II (RTE2)
+ Self-sufficiency has been turned into a formal public awareness campaign in San 
Francisco, by Mayor Gavin Newsom. → Gavin Newsom is a politician of San Fransisco. 
- The unconfirmed case concerns a rabies-like virus known only in bats → A case of rabies 
was confirmed.

Johns Hopkins Ordinal Common Sense Inference (JOCI)
+ It was Charlie’s first day of work at the new firm. → The firm is a business. 
- A young girl is holding her teddy bear while riding a pony. → The bear attacks.

Diverse Natural Language Inference Corpus (DNC)
+ Tony bent the rod. → Tony caused the bending. 
- When asked about the restaurant, Jonah said “sauce was tasteless”. → Jonah liked the 
restaurant.
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+ It was Charlie’s first day of work at the new firm. → The firm is a business. 
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+ Tony bent the rod. → Tony caused the bending. 
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• 50 ratings each 
• Continuous scale (-50 to 50) 
• z-normalized by annotator (min 20 ratings each)
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Simple Gaussian Mixture Models

Additional components 
lead to better fit for 

held out data.
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• Its tempting to say that rather than using theories to 

assign ground-truth labels, we can just always rely 
on human judgments… 

• But this presents new challenges. Humans exhibit 
varying sensitivity to ambiguities, and resolve 
ambiguities in different ways 

• As we try to study more interesting phenomena, 
using naive “majority vote” is unlikely to lead us 
toward meaningful/informative tasks
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Conclusion
• Hot Take: Text-Only evals are dead. Maybe we just need 

to be working with situated language. 

• Cooler Take: We need new eval tools. Many of the 
interesting phenomena we care about don’t manifest 
neatly as inference or acceptability tasks. 

• Theories of semantic representations in humans are not 
cut-and-dry, which makes it hard to establish meaningful 
eval standards. We should be engaging more with (and 
contributing to!) psych/ling research on these topics.   
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