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Introduction Gradient Multi-Words

OLLOCATION MEASURES are applied to large parsed corpora (Lehmann and LEXICAL PRIMING 1s the key factor for Hoey (2005): “lexis 1s complexly and
Schneider, 2012), followed by manual filtering to automatically extract sev- systematically structured and that grammar 1s an outcome of this lexical
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eral categories of multi-word entities (MWE). Our dependency parser Pro3Gres structure” (1),

(Schneider, 2008) combines a hand-written competence grammar, which repre-  “We can only account for collocation if we assume that every word 1s mentally
sents the syntax principle, with statistical performance disambiguation, which primed for collocational use” (8)

represents the idiom principle (Sinclair, 1991). Pawley and Syder (1983, 193): native speakers know best how to play the game

of fixedness vs. expressiveness: ‘‘native speakers do not exercise the creative
potential of syntactic rules to anything like their full extent, and that, indeed, if
they did do so they would not be accepted as exhibiting nativelike control of the

E USE O/E as collocation mea- Table 10. VOPN 4-tuples ordered by O/E, filtered by t-score in BNC-W written. (Full table =1anguage.”
\N} e . . . .
sure. O/E has a tendency to vero  object  prep  descnoun tscore OJE Levy and Jaeger (2007): “UID (uniform information density) can be seen as

Verb-Preposition Structures

. . o« LR, . . 9
report rare collocations: 1n traditional send  shiver  down spne 5.74456 5 51477x 108 minimizing comprehension difficulty”.
windows-based approaches, garbage Language learners produce less fixed, less entrenched structures. We use the
’ tap esc for ~ escape  6.40312 7 1134x10® : : :
appears at the top. NICT Japanese Learner English (JLE) Corpus. It contains 120,000 sentence pairs
i 7 .. ..
separale shield  from — plate 01823 233384x10"  consisting of an original language learner sentence and a corrected sentence.
e Approaches based on parsed : . . 1 | 1
, , refer  gentleman to  reply  8.24621 7843x10 Bigram surface surprisal [og o) log (oo y) has a mean of 11.7 (and
corpora provide considerably s SD=3.36) f tod toxt p dnl_ll 5 (and SpD ”3 4n8—)1 ; T foxt
obtain  property b deception  5.2915 =3. or corrected text, an S (an =3. or original learner text.
cleaner data (Seretan, 2011) il g R laall c . ’ S
- omparison:
: : . ask secretary for affairs 6.40312 B
e Paired with a T-score signit- 201210
. . i i i b
icance threshold O/E delivers S with  sione  2.3816 337917x10
very good results. add  sut  to injury  6.08276 271769x108 =
e 2nd key criterion 1s fixedness. throw — caution  to wind 5.09902 7 03157x10° _ 27
We use Yule’s K as a measure of refer  fiend  to  reply  7.54983 136208x108 E = _
diversity: proven independence | N tmover 714142 1 ag7anmcd _
on token counts. S
(Lehmann and Schneider, 2011) : http://www.helsinki.fi/varieng/journal/volumes/06/lehmann_schneider/ T . i AR AR L 1"6 L
Regional variation 1n fixedness can be observed (Schneider and Zipp, 2013), e.g. bigram surprisal = log 1/ pow1) + log 1 / pwz | w1). Original (red), Gorrected (blue). Unseen bigrams = 19

“Thas resulted into a deep sense of growing loneliness” (ICE India)

Parser as Model of Fixedness
ng ht Verb Constructions E ALSO APPLY the parser to Learner English. We have manually annotated

100 sentence pairs from the NICT Japanese Learner English (JLE) Corpus.
UR AUTOMATIC DETECTION of llght verbs 1s described in Ronan and A parser 1S a ]anguage model because:

Schneider (submitted). We use several collocation measures.
T-Score on BNC, correct ones marked  Evaluation: give Precision & Recall

117249 OE T Chi v Obj £ £(V) f(N) manu . . .
mex 22,4051 9,068 2issano swe pace 105 umns asn o ON BNC, using T-Score & simple filter

bncx 8.4774 64.0072 52584.1 have effect 5266 303211 12254 +

e it takes attachment decisions (predictions) based on grammar rules and
lexical preferences

e it learns form real-word data: syntactically annotated Penn treebank

bnecx 272.553 59.5303 968964.0 shake head 3570 6221 12594 1 . . ; R
box 52.7729 55.3838 167118.0 see  pp 3187 112461 3212 e Fitting the model: Entrenched structures get higher scores, as they are
e aLa1e7 225146 1192000 sk ceemcion s008  smaes 1eme s expected. L2 utterances do not fit the model very well. They abide less to
o 32,7688 47,9877 162900 sine et sa0 1oz 23350 o o priming, contain more information in Shannon’s terms.
bncx 6.3164 47.2243 18094.1 take part 3148 128201 23253 + . . ) ] . . ]
bocx 7.0943 | 47.083 21023.8 do  anything 3004 157530 16078 of For the 1nvestigation of highly gradient, complex and interacting factors a parser-
bnex 31.4713 46.4546 68682.6 go home 2302 26840 16301 —_— .
bncx 4.6561 46.3483 15831.8 do something 3484 157530 28412 03 based language model 1s useful. We show that:
bncx 12.7681 46.2312 31919.8 make sense 2516 147869 7971 + 04 i
Tex L Sl oS g R PR et e parser performance 1s significantly lower for the original Learner data than
bnex 142,241 45.319 293114.0 open door 2083 11317 7740 < o
bnecx 4.5442 44,5113 25899.6 have idea 3257 303211 14139 + b fOI’ the CorreCted (See Flgure 1)’
bncx 159.397 43.1556 297871.0 answer question 1886 4923 14376 . . R .
bncx 6.3766 43.035 28310.3 have ?ook 2605 303211 8059  + ® parser SCOres arec Slgnlﬁcantly 10W€r fOI' the Orlglnal Learner data than fOr
bncx 10.938 42.4899 24204.3 make use 2187 147869 8088 + 0 .
Pregigion = 12 / 20 ICAME 2013. Santiaeo de Combastela 10 20 40 80 160 320 640 1280 2560 the CorreCted (See Flgure 2)
e Here T-score works best: frequency of LVC 1s a factor P 18000
— — 16000
e [.VCs are an open list, and gradient o
. .. .. ! ; 10000 —— uriginal
e some regional variation: e.g. take vs. make decision . o
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TRONG BUT GRADIENT 1diomatic e parsers aggregating the proba- T / original 2 sentence lengtr
S and selectional preferences prevail bilistic information from all lev- - ,
on all levels, e.g. verb-object, subject- els . Figure 2: Parser scores, by sentence
verb, in syntactic structures, morphol- = gpjectveb-objectheads  fvo) fs)  fv) fo)  OE Figure 1: Parser performance length.
oy demionpernces, L
ieart miss beat 26 1590 7393 222 1.45428etl2
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