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• The spanning tree assumption in dependency parsing	


• Every token is a node of the dependency tree	



• MWEs handled in preprocessing (if at all)	



• Transition-based dependency parsing	


• Transition system for deriving dependency trees	



• Model for scoring possible transitions	



• Algorithm for finding the optimal transition sequence	



• What if we give up the spanning tree assumption?



!

• Parser configuration	


• A buffer of input tokens	



• A stack of tree nodes	



• A set of dependency arcs
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Shift: (S,w|B,A) ) (S|[w], B,A)

Chunk: (S|u, w|B,A) ) (S|[u|w], B,A)

Right-Arc: (S|u|v, B,A) ) (S|u,B,A[u ! v])

Left-Arc: (S|u|v, B,A) ) (S|v, B,A[v ! u])

Figure 1: Transitions for parsing with MWEs.

Transition Stack Buffer Arcs

– she looked up the word
Shift [she] looked up the word
Shift [she] [looked] up the word
Shift [she] [looked] [up] the word
Chunk [she] [looked up] the word
Left-Arc [looked up] the word [looked up] ! [she]
Shift [looked up] [the] word
Shift [looked up] [the] [word] –
Left-Arc [looked up] [word] – [word] ! [the]
Right-Arc [looked up] – [looked up] ! [word]

Figure 2: Transition sequence for the sentence she looked up the word.

configurations includes all configurations of the
form (v, [ ], A), where v is a single node list and
the arcs in A define the output dependency tree.
There are four transitions for going from one
configuration to the next, defined formally in
Figure 1. Shift takes the next token w from the
buffer and adds a new node [w] on the stack.
Chunk takes the next token w from the buffer
and instead appends it to the top node v on the
stack. Right-Arc/Left-Arc adds a right/left-
pointing arc between the two top nodes on the
stack and removes the dependent node.

By way of example, Figure 2 shows the tran-
sition sequence corresponding to a parse of the
sentence she looked up the word, containing
the MWE looked up. When the token up is
taken from the buffer, it is appended to the node
[looked] to form the multiword node [looked

up], which subsequently functions as a single
node in the syntactic structure. A limitation of
the current system is that it can only handle con-
tiguous MWEs, but it may be possible to use on-
line reordering (Nivre, 2009) to accommodate
discontiguous expressions.
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node = list of tokens


