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Introduction
• Automatic identification of MWE

• Word association Measures (Pecina, 2008)

• Idioms in the British National Corpus

Research context
• Corpus Pattern Analysis (Hanks, 2013), DVC project.

• The Pattern Dictionary of English Verbs (http://pdev.org.uk)

• Representation and annotation of MWEs

Measuring the flexibility of MWE: definitions and worked-out example
Statistical formulas
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Diversity E as Entropy
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Text distance between collocations
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For X = {dog, dogs}, Y = {bite, bites, bit, bitten}, i = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
and j = {“that barks doesn’t”,“that had been”, “another. In”, “to”, “by a po-
lice”,“”,“his pet”,“are”,“always”}
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Case study: MWEs of to bite
PDEV bite: 10 idioms Analysis of the flexibility of idioms in BNC50

X,Y Freq. µ σ E
bite, bullet 9 3 0 0
bite, back 3 1 0 0
bite, feed* 5 4 0 0
bite, off* 6 4 0 1.057
bitten, bug 4 3.75 1.5 2

* including variants

Examples found for {bite, bug}

Examples found for {bite, feeds}

Perspectives
• Combine measures with structural morpho-syntactic information

clues and with word association measures such as MI.

• Study sensitivity of Entropy with other units e.g. characters, words.

• Use a Machine Learning classifier for the discrimination of MWEs.

• Experiment with other languages (less fixed word order)
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