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Introduction
Syntax-based detection of verb-particle constructions (VPCs) has been widely studied recently,

especially in the English language. Here we briefly present the methods applied in earlier stud-
ies and we argue that differences in the definition of the concept of VPC and in annotation
principles make it difficult to directly compare results obtained on different datasets and/or dif-
ferent methods. We also present a preliminary definition of VPC, which we hope to refine with
the help of the PARSEME community.

VPC Detection
We briefly summarize syntax-based methods for VPC detection found in [4]. The special

relation of the verb and particle within a VPC is distinctively marked in the Penn Treebank: the
particle is assigned a specific part of speech tag (RP) and it also has a specific syntactic label
(PRT). Thus, parsers trained on the Penn Treebank are expected to be able to identify VPCs in
texts. Texts of the Wiki50 corpus [6] were parsed with the Stanford Parser [3] and the Bohnet
parser [2] and if the parser correctly identified a PRT label, it was considered as a true positive.
The Stanford parser achieved 91.09 (precision), 52.57 (recall) and 66.67 (F-measure) and the
Bohnet Parser achieved 89.04 (precision), 58.16 (recall) and 70.36 (F-measure). Precision
values are rather high but recall values are lower, which suggests that the sets of VPCs annotated
in the Penn Treebank and Wiki50 may differ significantly.

A machine learning based approach is also presented in [4]. First, they syntactically parsed
each sentence, and extracted potential VPCs with a syntax-based candidate extraction method.
Afterwards, a binary classification was used to automatically classify potential VPCs as VPCs
or not. For the automatic classification of candidate VPCs, they implemented decision trees
with a rich feature set. This method achieved an F-score of 81.0, which outperformed results
of the dependency parsers. The system was also evaluated on the Tu&Roth dataset [5], where
it could obtain an accuracy of 81.92% and an F-score of 85.69.

Discussion
As we can see, there are differences in the performances of different methods on the same

dataset on the one hand and differences in the performance of the same method on different
datasets: machine learning methods outperform the parsers trained on the PENN Treebank and
better results can be achieved on the Tu&Roth dataset than on the Wiki50 corpus.

We argue that the main reason behind differences is the lack of a unified definition of VPC
and annotation principles. Although the PENN Treebank guidelines provide some hints on
the annotation of VPCs, the low recall scores obtained by the parsers show that at least in the
Wiki50 dataset, a wider set of linguistic constructions is annotated as VPCs than in the PENN
treebank, which are unidentifiable by the parsers (i.e. they bear a dependency label different
from PRT). Other studies such as [1] also emphasize that there are different definitions in
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use regarding VPCs, which, for instance, differ in the definition of particles (e.g. there is no
consensus whether certain adjectives or verbs count as particles as in cut short or let go). Hence,
differences in definitions may significantly affect annotation practice, leading to annotation
discrepancies among corpora (and even among annotators of the same corpus).

Based on the above facts, we think that a revision of the VPC concept and definition is
timely within the community. As a first step, we propose a preliminary and very general defi-
nition of VPCs that we intend to elaborate on with the PARSEME colleagues:

A VPC is a verb + particle combination for which at least one of the following
conditions holds:

• its meaning is non-compositional (e.g. do in);
• the verb and the particle can be separated with a noun or pronoun without any

change in meaning (e.g. set (it) up);
• there is an English synonym or a translational equivalent in another language

which is a one-word unit or is a verb with a verbal prefix (e.g. get away and
escape);

• a noun can be derived from it (e.g. breakthrough).

A unified definition of VPCs can be exploited in corpus annotation and MWE detection
as well as in lexicography and parsing. Besides, it also helps understand differences among
annotated datasets and is also useful in error analysis of VPC detectors.
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