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1 Introduction

Current Statistical Machine Translation (SMT) systems translate at sentence-
level ignoring inter-sentential context information [Koehn, 2009]. This discourse
unawareness leads to incorrect translation of words or phrases that are ambigu-
ous in the context of the sentence. For example, the term face can be translated
either into GermanWand or Gesicht. However, knowing that it co-refers back to
the compound north face in the previous sentence would help the SMT system
to correctly disambiguate the term and translate it into Wand.

This issue is addressed in [Mascarell et al., 2014]. In general, the method
automatically detects compounds XY (e.g. Nordwand can be split into Nord X

and Wand Y ) that in the next sentences are co-referenced back with their last
constituent Y (e.g. Wand). Since the compound gets more context information
from X, the translation of Y in the compound is more specific in that particular
context. The caching method then enforces this translation to all the elements
Y that co-refer to the compound, improving the correctness of the translation.

The aim of this STSM is to improve the translation of ambiguous words
that co-refer to multiword expressions, with special focus on compounds. We
extend the work in [Mascarell et al., 2014], so instead of always enforcing the
translation of Y , the SMT system also considers other feature scores to decide
whether to enforce the same translation. For example, the system does not
modify the translation of Y when it results in a worse language model score. To
do so, we need to include our method as a feature model, so the resulting score
can compete with the ones given by other features. This approach will help to
detect false positives in the automatic detection of the XY -Y pairs, increasing
the overall translation quality of the SMT system.
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2 Description of the work carried out

We developed our feature model in the discourse-oriented decoder Docent
[Hardmeier et al., 2013], which implements a stochastic variant of the hill climb-
ing algorithm. At every stage of the search, the decoder produces a complete
translation of the whole document. The search algorithm accepts a new state
(i.e. a new translation of the document), when its document score (i.e. a com-
bination of the scores taken from the feature models included) is higher than
the last accepted.

Our feature model computes for the current document translation the pro-
portion of the total number of XY -Y pairs that use the same translation. It
then takes the logarithm to put the score on the same scale as the other features
models included in Docent:

log

✓
Count(same translation Y )

Count(XY -Y pairs)

◆
(1)

For our experiments, we trained a German-French translation model with
Moses [Koehn et al., 2007] on 285’877 sentences from the Text+Berg corpus
[Bubenhofer et al., 2013]. In our Docent configuration, the output from running
Moses is the initial translation of each document. The test set is a collection
of 261 small documents that contain compounds XY and their coreferences Y ,
randomly sampled from Text+Berg. We automatically annotated these XY -Y
pairs in the test set using the MMAX2 annotation tool [Müller and Strube, 2006].

We intend to continue the experiments carried out during the STSM. Specif-
ically, we plan to run the experiments using di↵erent weights for our feature, to
see how they a↵ect the MT quality.

References

[Bubenhofer et al., 2013] Bubenhofer, N., Volk, M., Klaper, D., Weibel, M.,
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