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1. Purpose of the STSM 
The goal of the visit was to experiment with the way multi-word expressions (MWEs) 

are handled in neural machine translation (MT) systems. It is well known that neural 

MT has defined the new state of the art in the last few years, but the many specific 

aspects of neural MT outputs are not yet explored. 

Depending on properties like morphological richness of the languages in question, 

MWEs may be harder to memorize for neural MT, because it represents the whole 

sentence in a high-dimensional vector. Standard phrase-based MT will be able to copy 

MWEs verbatim but will probably suffer in grammaticality. 

During the visit, together with scientists from the institute, we aimed to compare how 

neural MT pays attention to MWEs during translation, using a test set particularly 

targeted at handling of MWEs, and if that can be improved by populating the training 

data for the NMT systems with parallel corpora of MWEs. 

Depending on the outcomes of these experiments, we would like to propose new ways 

of handling MWEs in neural MT. 

2. Description of the work carried out during the STSM 
The final target objective of this mission was to obtain a comparison of how NMT with 

regular training data and NMT with synthetic MWE data pays attention to MWEs 

during the translation process as well as to improve the final NMT output. To achieve 

this objective, it needed to be broken down into smaller sub-objectives:  

 train baseline NMT systems 

 extract parallel MWE corpora from the training data 

 train the NMT systems with synthetic MWE data 

 develop a tool for inspecting alignments produced by the NMT 

2.1. Baseline NMT 
The experiments were conducted on English – Czech and English – Latvian language 

pairs. To be able to compare the results with other MT systems, training and 

development corpora were used from the WMT1 shared tasks – data from the News 

task for English – Latvian and data from the Neural MT Training task for English – 
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Czech. The English – Czech data consists of about 49 million parallel sentence pairs 

and the English – Latvian – about 4.5 million. 

For training the NMT systems Neural Monkey – an open-source NMT system 

developed in the institute -  was used with configurations from the WMT17 Neural MT 

Training task 8GB setup for English – Czech and 4GB setup for English – Latvian. 

2.2. Parallel MWE Extraction 
To extract MWEs, the corpora were first tagged with morphological taggers (UDPipe2 

(Straka et al., 2016) for English and Czech, LV Tagger3 (Paikens et al., 2013) for Latvian), 

then processed with the Multiword Expressions toolkit4 (Ramisch, 2012) and finally 

aligned with the MPAligner5 (Pinnis, 2013) (intermittently pre-processing and post-

processing with a set of custom tools6). To extract MWEs from the corpora with the 

MWE Toolkit, patterns were required for each of the involved languages. Patterns 

from Skadiņa (2016) were used for Latvian (210 patterns) and English (57 patterns) 

languages and patterns from Majchráková et al. (2012) and Pecina (2008) for Czech (23 

patterns). This workflow allowed to extract a parallel corpus of about 400 000 

multiword expressions for English – Czech and about 60 000 for English – Latvian. 

2.3. NMT with synthetic MWE data 
The final training datasets for training NMT systems with synthetic data were 

composed of parts from the baseline sets mixed with the extracted parallel MWE 

corpora. This was done due to the fact that for a neural network to learn something 

better, it is beneficial to show the specific examples again and again.  

Figures 1 and 2 illustrate how the training data was divided into portions, where 

1xMWE corresponds to a full set of extracted MWEs (400K for En-Cs, 60K for En-Lv) 

and 2xMWE – a double set of MWEs (800K for En-Cs, 120K for En-Lv). For En-Lv the 

full corpus was used, but for En-Cs – only the first 15 million sentences, due to it being 

too large to train multiple epochs on the available hardware effectively. The MWEs 

get repeated five times in both language pairs. By doing this the En-Cs data set was 

reduced from 49M to 17M and the En-Lv data set increased to 4.8M parallel 

sentences.  

 

Figure 1: Portions of the final training data set for English-Czech 
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Figure 2: Portions of the final training data set for English-Latvian 

2.4. Alignment Inspection 
For inspecting the alignments, a tool was developed that takes data that is produced 

by Neural Monkey - a 3d array (tensor) filled with the alignment probabilities, source 

and target byte pair encodings (BPEs) – and produces a soft alignment matrix (Figure 

3) of the BPEs that highlights all BPEs that get attention when translating a specific 

BPE. The tool also allows to output the soft alignments in a different perspective of 

connections between BPEs as visible in Figures 5 and 6. 

 

Figure 3: Soft alignment matrix 

 

Figure 4: Differences of the example sentence 

While the models are still being trained, a snapshot was copied to examine 

translations produced on a test set of sentences, of which each includes at least one 

MWE. One sentence was chosen for a closer check-up. It contains one MWE that was 

identified by the MWE Toolkit - “network users”. The differences in translations are 

highlighted in Figure 4. The alignment inspection tool allows to see that the baseline 
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NMT in Figure 5 has multiple faded alignment lines for both words “network” and 

“users”, which outlines that the neural network is unsure and looking all around for 

traces to the correct translation. However, in Figure 6 it is visible that both these words 

have strong alignment lines to the words “tīkla lietotāji”, that were also identified by 

the MWE Toolkit as an MWE. 

 

Figure 5: Soft alignments of the example sentence from the baseline NMT 

 

Figure 6: Soft alignments of the example sentence from NMT with synthetic MWE data 

3. Description of the main results obtained 
The main results consist of three parts: 

 A polished workflow for obtaining parallel corpora of MWEs from parallel 

sentences. Available as a part of the MWE tools on GitHub - 

https://github.com/M4t1ss/MWE-Tools (MWE translation workflow). 

 A tool for obtaining and inspecting visualizations of NMT soft alignments. 

Available on GitHub - https://github.com/M4t1ss/SoftAlignments. 
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 The ongoing NMT training experiments and possible submissions to the WMT17 

Neural MT Training task, and a paper for NMT7 or MWE8 workshops. 

4. Future collaboration with host institution 
New and useful contacts have been established with the scientists of the institute. 

Currently, future collaboration is planned until the end of the WMT17 shared tasks. In 

addition to the NMT systems already training, at least one more hybrid MT system is 

planned to train for the English – Latvian News Translation Task of WMT17. That may 

involve a step for processing MWEs in which case the further collaboration would be 

required. After that, depending on the results, we might meet up in the WMT17 

conference and discuss further intents of collaboration. 

5. Foreseen publications to result from the STSM 
If the Czech – English system produces better results than the baseline, it will be 

submitted to the WMT17 Neural MT Training task. 

Also, when the NMT systems finish training, the final results and analysis will be 

summarized in a paper and submitted to the 1st Workshop on Neural Machine 

Translation7 and/or the 3rd Workshop on Multi-Word Units in Machine Translation 

and Translation Technology 8 conference. 

6. Confirmation by the host institution of the successful 

execution of the STSM 
Matiss Rikters spent three weeks (Feb 13th till Mar 3rd) at our institute. The collaboration was 

very fruitful. Matiss learned quickly how to run Neural Monkey and started experimenting 

very early. This was particularly good because neural MT systems can take weeks to train and 

without an early start, no preliminary results would be available by this time at all. The 

outcomes of the stay are useful already now, for instance we will make use of the visualization 

tool. The experiments with using MWEs in neural MT are still rather intriguing than promising, 

but Matiss has made a great start and we will continue with the collaboration also remotely 

after Matiss' return home. 
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